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FOREWORD

This book contains the proceedings of the 6th International Conference on Operations Research and Enter-
prise Systems (ICORES 2017). This conference is sponsored by the Institute for Systems and Technologies
of Information, Control and Communication (INSTICC) in cooperation with the Association Française pur
la Programmation par Contraintes (AFPC) and the European Society of Agricultural Engineers (EurAgEng).

The purpose of the International Conference on Operations Research and Enterprise Systems is to bring
together researchers, engineers and practitioners interested in advances and applications in the field of op-
erations research. Two simultaneous tracks will be held, one on domain independent methodologies and
technologies, and the second on practical work developed in specific application areas.

This year ICORES received 90 paper submissions from 36 countries, of which 20% were accepted as full
papers. The high quality of the papers received imposed difficult choices during the review process. To
evaluate each submission, a double blind paper review was performed by the Program Committee, whose
members are highly qualified independent researchers in the two ICORES topic areas.

To recognize the best overall and student contributions, awards based on both the best reviews, as assessed
by the Program Committee, and presentation quality, as assessed by session chairs at the conference venue,
will be conferred during the closing session of the conference. Based on reviewer evaluations and presenta-
tion quality, a short list of authors will be invited to submit extended revised versions of their papers for a
book to be published by Springer containing the best ICORES 2017 papers.

The conference program includes a panel and three invited talks delivered by internationally distinguished
speakers, namely: Dries Goossens (Ghent University, Belgium), Olivier Hudry, Télécom ParisTech, France)
and José Oliveira (Universidade do Minho, Portugal) The ICORES program also includes a Doctoral Con-
sortium on Operations Research and Enterprise Systems that brought together Ph.D. students within the
operations research field to discuss their research in an international forum. We would like to thank the
Doctoral Consortium Chair, Jorge Pinho de Sousa (Universidade do Porto, Portugal) and the Local Chair,
Pedro Nuno Ferreira Pinto Oliveira (Universidade do Porto, Portugal) for their value-added collaboration to
ICORES.

We express our thanks to all participants. First to all the authors, whose quality work is the essence of this
conference; secondly to all members of the Program Committee and auxiliary reviewers, who helped us
with their expertise and valuable time. We also deeply thank the invited speakers for excellent contributions
in sharing their knowledge and vision. Finally, special thanks to all the members of the INSTICC team
whose collaboration and coordination were fundamental to the success of this conference.

We wish you all an inspiring conference and an unforgettable stay in Porto, Portugal. We hope to meet you
again next year for the 7th edition of ICORES, details of which will soon be available at http://www.icores.org.

Federico Liberatore
Universidad Carlos III de Madrid, Spain

Greg H. Parlier
INFORMS, United States

Marc Demange
RMIT University, School of Science - Mathematical Sciences, Australia
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Optimization in Sports League Scheduling 

Dries Goossens 
Ghent University, Belgium 

Abstract: Millions of people, all over the world, are enthralled by sports, be it actively participating or as a fan or 

spectator. At the same time, almost every sports competition needs a schedule of play, stating who will play 

whom, when, and where. Not much more than a decade ago, most professional sports competitions were 

scheduled by unskilled personnel, equipped with little more than pen and paper. A good schedule is 

important though, because it has an effect on the fairness and outcome of the competition, public 

attendance, commercial interests, as well as security and the cost of policing. As league owners managed to 

close astonishing broadcasting deals and the financial interests in the sports industry continued to grow, the 

importance of a good schedule became more and more apparent. 

Sports scheduling is a young academic discipline: although the first substantial contributions were published 

in the early 80’s (e.g. De Werra, 1981), a considerable increase in sports scheduling articles appeared only 

in recent years, including publications in top journals in operations research. Simultaneously, several 

academics reached out to the sport scheduling practitioners, offering new methods to deal with the 

increasingly more complex problem of scheduling a league. In this talk, we attempt to illustrate the many 

ways in which the sports industry can benefit from operations research, particularly in sports scheduling. 

We discuss practical applications involving the scheduling of the Belgian Pro League football (soccer), for 

which we develop the official schedule since 2006. Our contract with the Belgian Pro League now involves 

2 professional and 1 amateur division with interdependencies (e.g. teams from different divisions sharing a 

stadium or a police force) and play-offs. We present methods that have proven their value in real-life sport 

scheduling. We discuss fairness issues, such as the carry-over effect, as well as a discrete choice experiment 

we carried out in order to estimate the impact of the schedule on TV viewership and stadium attendance. 

BRIEF BIOGRAPHY 

Dries Goossens is assistant professor at the Faculty 

of Economics and Business Administration of Ghent 

University. His research interests are mainly in 

tournament scheduling and related fairness issues 

(e.g. the carry-over effect); favorite sports are 

cycling and football (soccer). Together with prof. 

Frits Spieksma (KU Leuven), he has been 

computing the official schedule for the Belgian Pro 

League since 2006. Apart from sports, Dries 

Goossens has also done research on various 

combinatorial optimization problems, such as 

combinatorial auctions, the transportation problem, 

and the assignment problem. 

Research Areas: 

Sport scheduling 

Combinatorial auctions 

Combinatorial optimization 

Goossens, D.
Optimization in Sports League Scheduling.
In Proceedings of the 6th International Conference on Operations Research and Enterprise Systems (ICORES 2017), page 5
ISBN: 978-989-758-218-9
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved
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Operations Research and Voting Theory 

Olivier Hudry 
Télécom ParisTech, France 

Abstract: One main concern of voting theory is to determine a procedure for choosing a winner from among a set of 

candidates, based on the preferences of the voters or, more ambitiously, for ranking all the candidates or a 

part of them. Such a situation occurs, obviously, in the field of social choice and welfare and especially of 

elections, but also in many other fields: games, sports, artificial intelligence, spam detection, Internet 

applications, statistics, and so on. It is customarily agreed that the search for a “good” voting procedure goes 

back at least to the end of the eighteenth century, with the works of the chevalier Jean-Charles de Borda 

(1733-1799) and of Marie Jean Antoine Nicolas Caritat, marquis de Condorcet (1743-1794). Kenneth 

Arrow’s theorem (1951) ruined the hope of designing a “good” procedure by showing that there does not 

exist a “good” voting method, with respect to some “reasonable” axiomatic properties; this is known as the 

famous “Arrow’s impossibility theorem”. 

In this presentation, we will pay attention to some contributions of operations research to the design and the 

study of some voting procedure. 

First, we show through an easy example that the voting procedure plays an important role in the 

determination of the winner. More precisely, we show how, for an election with 5 candidates, the choice of 

the voting procedure allows electing anyone of the 5 candidates with the same individual preferences of the 

voters. This example provides also the opportunity to recall some main procedures, including the ones 

advocated by Borda or by Condorcet, and leads to the statement of Arrow’s theorem. 

In a second step, more devoted to a mathematical approach, we define the so-called median procedure, 

extending Condorcet’s method. In this procedure, the aim is to compute a ranking of the candidates which 

minimizes the number of disagreements with respect to the voters’ preferences. Thus we obtain a 

combinatorial optimization problem. We show how to state it as a linear programming problem with binary 

variables or as a graph theoretic problem. This allows also studying the complexity of this median 

procedure. 

Last, we show, once again through easy examples, that the lack of some desirable properties for the 

considered voting procedure may lead some “paradoxes” like the following ones: 

- Abstention can lead to a more desirable result for me than if I vote for my favourite candidate! 

- If I vote for my favourite candidate, he or she loses the election but if I vote for the candidate that I most 

dislike, my favourite candidate wins! 

- Even if every voter prefers candidate A to candidate B (unanimity), B may beat A in the election! 

- and so on... 
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The Role of Operations Research to Support Portuguese SMEs 
Challenges and Opportunities 

José Oliveira 
Universidade do Minho, Portugal 

Abstract: Since Portugal joined the European Economic Community in 1986, significant structural changes have 

occurred in the Portuguese economy in response to the growing challenges and opportunities that are result 

of globalisation and European integration. Portuguese companies, especially small and medium-sized 

enterprises (SMEs), had to adjust their business and their production processes to meet the requirements of 

their new European customers. Traditionally SMEs in northern Portugal belonged to activity sectors with 

intensive but low-skilled and low-productivity labour with an emphasis on footwear, textiles and clothing. 

For some time, companies remained in a competitive position through a strategy of low wages. 

Twenty years later (2005), the opening up of the European market promoted strong competition and 

overcapacities due to new market entrants from south-east Asia and the eastern European countries. 

Consequently, many Portuguese SME companies have ended their manufacturing operations in Europe; 

other companies have chosen to move to countries where the cost of labour is lower. Several companies that 

survived the opening of the European market selected the production of higher added value products based 

on innovation and the incorporation of technology.  Other companies have chosen to outsource the 

production of their products to companies located in very low-wage countries, so that their products remain 

competitive. All these strategies have resulted in more complex manufacturing processes. 

Over the past 30 years, Portuguese SMEs achieved important improvements (innovations) in their 

businesses, in their productivity by incorporating information and communications technologies, using 

quality management system for the institution of a continuous improvement process, and other practices that 

allowed them to control and minimize the cost of production and/or improve the level of service provided. 

In the last decade there has been a very interesting evolution of lean management projects in Portuguese 

SMEs that seek for excellence in security, quality, cost and delivery, improving their processes, eliminating 

loss and reducing variability. 

We are currently surfing the “technological wave” in direction to the “Industry 4.0”, and Portuguese SME 

companies will face new challenges. Lean practices are no longer enough to ensure that SMEs can increase 

their level of competitiveness, since the manufacturing process no longer has visible (or easy to identify) 

waste. There is now an awareness among managers of SMEs that it is necessary to include other 

optimization measures in their (production) processes. The change in the production paradigm in mass to 

the mass customization, leading to the emergence of increasingly smaller orders, involves the manufacture 

of small series with delivery dates ever shorter, and supply with increasingly competitive prices. Satisfying 

these demands requires increasingly detailed studies of the real problems, and the development of solution 

methods increasingly sophisticated. 

It is in this context that Operational Research will be increasingly used as a methodology to promote the 

increase of competitiveness of enterprises. However, in the case of the Portuguese SMEs the resources for 

scientific research investment in partnerships with universities are very limited, or even non-existent. In 

order to change this situation incentive programs have been provided for modernization and innovation of 

SMEs and their production processes. The establishment partnerships enterprise-university is still 

embryonic, and it is for the universities (in this case of Operational Research) demonstrate that they can 

produce better solutions than those that companies succeed by their own means. This lecture will present 

some case studies of operational research methodology implementation in the context of SMEs in the north 

of Portugal. 
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Abstract: We introduce and study treasure-evacuation with 2 robots, a new problem on distributed searching and fetch-
ing related to well studied problems in searching, rendezvous and exploration. The problem is motivated by
real-life search-and-rescue operations in areas of a disaster, where unmanned vehicles (robots) search for a
victim (treasure) and subsequently bring (fetch) her to safety (the exit). One of the critical components in
such operations is the communication protocol between the robots. We provide search algorithms and contrast
two standard models, the face-to-face and the wireless model. Our main technical contribution pertains to
the face-to-face model. More specifically, we demonstrate how robots can take advantage of some minimal
information of the topology (i.e., the disk) in order to allow for information exchange without meeting. The
result is a highly efficient distributed treasure-evacuation protocol which is minimally affected by the lack of
distant communication.

1 INTRODUCTION

We introduce the study of a new distributed problem
on searching and fetching called treasure evacuation.
Two robots are placed at the center of a unit disk,
while an exit and a treasure lie at unknown positions
on the perimeter of the disk. Robots search with max-
imum speed 1, and they detect an interesting point
(either the treasure or the exit) only if they pass over
it. The exit is immobile, while the treasure can be car-
ried by any of the robots. The goal of the search is for
at least one of the robots to bring (fetch) the treasure
to the exit, i.e. evacuate the treasure, in the minimum
possible completion time. The robots do not have to
evacuate, rather they only need to co-operate, possi-
bly by sharing information, so as to learn the locations
of the interesting points and bring the treasure to the
exit. Contrary to previous work, this is the first time
an explicit ordering on the tasks to be performed is
imposed (first the treasure, then the exit). This makes
the problem inherently different in nature and more
difficult than similarly looking results.

Finding an optimal algorithm turns out to be a
challenging task even when the robots have some
knowledge, e.g., the arc-distance α between the exit
∗Research supported in part by NSERC.

and the treasure. We propose treasure-evacuation pro-
tocols in two communication models. In the wireless
model robots exchange information instantaneously
and at will, while in the face-to-face model informa-
tion can be exchanged only if the robots meet. We aim
at incorporating this knowledge into our algorithm de-
signs. We offer algorithmic techniques such as plan-
ning ahead, timing according to the explicit task or-
dering, and retrieval of unknown information through
inference and not communication.

Part of our contribution is that we demonstrate
how robots can utilize the knowledge of the arc-
distance α between the interesting points. We pro-
pose protocols that induce worst case evacuation time
1+π−α/2+ 3sin(α/2) for the wireless model and
1+π−α+4sin(α/2) for the face-to-face model. The
upper bound in the face-to-face model, which is our
main contribution, is the result of a non-intuitive evac-
uation protocol that allows robots to exchange infor-
mation about the topology without meeting, effec-
tively bypassing their inability to communicate from
distance. Finally, we complement our results above
by showing that any algorithm in the face-to-face
model needs time at least 1+π/3+4sin(α/2), if α∈
[0,2π/3] and at least 1+π/3+2sin(α)+2sin(α/2),
if α ∈ [2π/3,π].
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1.1 Contributions

Rendezvous, treasure hunting and exploration have
been subjects of extensive research in the broad area
of distributed and online computing (see related work
below). Challenges in each of these fundamental
tasks arise from different computation, communica-
tion or knowledge limitations, with admittedly nu-
merous variations. The novel distributed problem of
treasure-evacuation that we introduce and study in
this work combines in a complex way challenges from
all these fundamental tasks. As such, progress to-
wards solving generic treasure-evacuation-like prob-
lems will unavoidably touch on state-of-the-art tech-
niques of achieving these tasks.

In treasure-evacuation, two stationary targets (a
treasure and an exit that we call interesting points)
are hidden on a specific domain. At first, robots need
to (a) perform treasure hunting in this online envi-
ronment. Interestingly, the knowledge of the loca-
tion of one of these targets may or may not reveal
the location of the other. In particular, the task of the
robots does not end when both interesting points are
located, rather, only when the treasure-holder learns
(and finds) the location of the exit as well. Given
communication limitations, the latter can be accom-
plished efficiently only if (b) a sufficient portion of the
environment is explored before both interesting points
are found, or (c) if information can be exchanged be-
tween robots. In case (b), robots “invest” in domain
exploration in an attempt to expedite treasure evacua-
tion once the interesting points are found. In case (c),
robots may need to attempt to rendezvous (not very
late in the time horizon) so that the distributed sys-
tem becomes cognitive of the environment and con-
sequently completes the given task. Clearly, in order
for a distributed system to accomplish treasure evac-
uation efficiently, robots need to perform and balance
all tasks (a),(b),(c) above, i.e to perform treasure hunt-
ing, while learning the environment either by explo-
ration or by rendezvous. A unique feature of treasure-
evacuation is that only the treasure has to be brought
to the exit.

The last observation gives some first evidence
of the difficulty of solving treasure-evacuation, even
when the domain is a disk. Can a robot choose a tra-
jectory (maybe staying far from the exit) to help the
treasure-holder expedite evacuation? If a robot dis-
covers the treasure, is it a good strategy to become
the treasure holder and greedily search for the exit?
Should robots learn the environment by investing on
exploration or on rendezvous and hence on message
exchange? Finally, is it possible in a non-wireless en-
vironment for robots to exchange information without
meeting? An efficient algorithm should somehow ad-

dress all these questions.
From the discussion above, it is not a surprise that

plain vanilla algorithms cannot be efficient. Indeed,
our algorithms (for both the wireless and face-to-face
models) adapt their strategies, among others, with re-
spect to the distance of the interesting points. On
one hand, there are configurations where the evac-
uation protocols are simple and greedy-like. How-
ever, the reader can verify from our analyses that, had
we followed such simplistic approach for all config-
urations, the evacuation time would have been much
worse than our upper bounds. The simplest example
of this kind will be transparent even in the analysis of
the wireless model, in which robots can exchange in-
formation at will. To achieve our upper bound, robots
choose different trajectories (still greedy-like) for var-
ious distances of the interesting points. Nevertheless,
the analysis in this case is relatively simple.

Our main technical contribution pertains to the
face-to-face model where robots can exchange infor-
mation only if they meet. In particular, we explic-
itly exhibit distributed strategies that allow robots to
exchange information even from distance. At a high
level, and given that interesting points are located by
robots at some (carefully defined) critical intervals in
the time horizon, robots choose (occasionally) highly
non-intuitive trajectories, not in order to locate the re-
maining interesting points, rather to potentially meet
their fellow robots. The trajectories are carefully cho-
sen so that a robot may deduce information, using
an involved protocol, as to what the other robot has
found, and hence learn the environment regardless of
whether the rendezvous is realized or not. For the
treasure-holder, this would result in learning the loca-
tion of the exit. For the other robot(s), this would be
an altruistic attempt to help the fellow treasure-holder.
In particular, that could result in that the non treasure-
holder never finds the exit, still expediting the treasure
evacuation time. We note that once the trajectories
are determined (which is the heart of our contribu-
tion) correctness and performance analysis is a matter
of an exhaustive and technical case analysis. Inter-
estingly, the efficiency of our algorithm for the face-
to-face model is only slightly worse than the solution
for the wireless case (but significantly better than the
naive solution for the face-to-face model), indicating
that lack of communication can be compensated by
clever algorithms.

Finally, we complement our results by proving
some lower bounds for treasure evacuation with 2
robots for the face-to-face model. That concludes the
first attempt to study distributed problems of this kind,
i.e. optimization treasure hunting problems where the
distributed systems learn the online environment by a
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combination of exploration and rendezvous, a feature
which, to the best of our knowledge, is also novel.

1.2 Related Work

Traditional search is concerned with finding an ob-
ject with specified properties within a search space.
Searching in the context of computational prob-
lems is usually more challenging especially when
the environment is unknown to the searcher(s) (see
(Ahlswede and Wegener, 1987; Alpern and Gal,
2003; Stone, 1975)). This is particularly evident in
the context of robotics whereby exploration is taking
place within a given geometric domain by a group
of autonomous but communicating robots. The ulti-
mate goal is to design an algorithm so as to accom-
plish the requirements of the search (usually locat-
ing a target of unknown a priori position) while at
the same time obeying the computational and geo-
graphical constraints. The input robot configuration
must also accomplish the task in the minimum possi-
ble amount of time (Berman, 1998).

Search has a long history. There is extensive and
varied research and several models have been pro-
posed and investigated in the mathematical and theo-
retical computer science literature with particular em-
phasis on probabilistic search (Stone, 1975), game
theoretic applications (Alpern and Gal, 2003), cops
and robbers (Bonato and Nowakowski, 2011), classi-
cal pursuit and evasion (Nahin, 2012), search prob-
lems as related to group testing (Ahlswede and We-
gener, 1987), searching a graph (Koutsoupias et al.,
1996), and many more. A survey of related search
and pursuit evasion problems can be found in (Chung
et al., 2011). In pursuit-evasion, pursuers want to
capture evaders who try to avoid capture. Examples
include Cops and Robbers (whereby the cops try to
capture the robbers by moving along the vertices of
a graph), Lion and Man (a geometric version of cops
and robbers where a lion is to capture a man in ei-
ther continuous or discrete time), etc. Searching for
a motionless point target has some similarities with
the lost at sea problem, (Gluss, 1961; Isbell, 1967),
the cow-path problem (Beck, 1964; Bellman, 1963),
and with the plane searching problem (Baeza-Yates
and Schott, 1995). This last paper also introduced the
“instantaneous contact model”, which is referred to as
wireless model in our paper. When the mobile robots
do not know the geometric environment in advance
then researchers are concerned with exploring (Al-
bers and Henzinger, 2000; Albers et al., 2002; Deng
et al., 1991; Hoffmann et al., 2001). Coordinating the
exploration of a team of robots is a main theme in
the robotics community (Burgard et al., 2005; Thrun,

2001; Yamauchi, 1998) and often this is combined
with the mapping of the terrain and the position of
the robots within it (Kleinberg, 1994; Papadimitriou
and Yannakakis, 1989).

Evacuation for grid polygons has been studied in
(Fekete et al., 2010) from the perspective of con-
structing centralized evacuation plans, resulting in the
fastest possible evacuation from the rectilinear envi-
ronment. There are certain similarities of our prob-
lem to the well-known evacuation problem on an in-
finite line (see (Baeza Yates et al., 1993) and the re-
cent (Chrobak et al., 2015)) in that the search is for
an unknown target. However, in this work the adver-
sary has limited possibilities since search is on a line.
Additional research and variants on this problem can
be found in (Demaine et al., 2006) (on searching with
turn costs), (Kao et al., 1996) (randomized algorithm
for the cow-path problem), (Kao et al., 1998) (hybrid
algorithms), and many more.

A setting similar to ours is presented in the re-
cent works (Czyzowicz et al., 2014; Czyzowicz et al.,
2016; Czyzowicz et al., 2015a; Czyzowicz et al.,
2015b) where algorithms are presented in the wire-
less and non-wireless (or face-to-face) communica-
tion models for the evacuation of a team of robots.
The “search domain” in (Czyzowicz et al., 2014; Czy-
zowicz et al., 2016; Czyzowicz et al., 2015a) is a
unit circle (while in (Czyzowicz et al., 2015b) the
search domain is a triangle or square), however, un-
like our search problem, in these papers all the robots
are required to evacuate from an unknown exit on the
perimeter. Moreover, in none of these papers is there
a treasure to be fetched to the exit.

Our work is also an attempt to analyze theoreti-
cally search-and-fetch problems that have been stud-
ied by the robotics community since the 90’s, e.g.
see (Jennings et al., 1997). A scenario similar to
ours (but only for 1 robot) has been introduced by
Alpern in (Alpern, 2011), where the domain was dis-
crete (a tree) and the approach/analysis resembled that
of standard search-type problems (Alpern and Gal,
2003). In contrast, our problem is of distributed na-
ture, and our focus is to demonstrate how robots’
communication affects efficiency.

1.3 Problem and Model Motivation

Our problem is motivated by real-life surveillance and
search-and-rescue operations where unmanned vehi-
cles, e.g. drones, search for victims in areas of a disas-
ter. Indeed, consider a group of rescuer-mobile-agents
(robots), initially located strategically in a central po-
sition of a domain. When alarm is triggered and a
distress signal is received, robots need to locate a vic-
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tim (the treasure) and bring her to safety (the exit).
Our problem shares similarities also with classic and
well-studied cops-and-robbers games; robots rest at a
central position of a domain (say, in the centre of a
disk as in our setup) till an alarm is triggered by some
“robber” (the treasure in our case). Then, robots need
to locate the stationary robber and subsequently bring
him to jail (the exit). Interestingly, search-and-fetch
type problems resemble also situations that abound
in fauna, where animals hunt for prey which is then
brought to some designated area, e.g. back to the
lair. As such, further investigation of similar problems
will have applications to real-life rescue operations, as
well as to the understanding of animal behavior, as it
is common in all search problems.

From a technical perspective, our communication
models are inspired by the recent works on evac-
uation problems (Czyzowicz et al., 2014; Czyzow-
icz et al., 2015a; Czyzowicz et al., 2015b). No-
tably, the associated search problems are inherently
different than our problem which is closer in nature
to search-type, treasure-hunt, and exploration prob-
lems. Also, our mathematical model features (a)
a distributed setting (b) with objective to minimize
time, and (c) where different communication mod-
els are contrasted. None among (a),(b),(c) are well
understood for search games, and, to the best of our
knowledge, they have not been studied before in this
combination.

Specific to the problem we study are the number
of robots (2 and not arbitrarily many - though our
results easily extend to swarms of robots), the do-
main (disk), and the fact the robots have some knowl-
edge about the interesting points. Although extend-
ing our results to more generic situations is interest-
ing in its own right, the nature of the resulting prob-
lems would require a significantly different algorith-
mic approach. Indeed, our main goal is to study how
limitations in communication affect efficiency, which
is best demonstrated when the available number of
robots, and hence computation power, is as small as
possible, i.e. for two robots. In fact, it is easy to ex-
tend our algorithms for the n-robot case.

Notably, search-and-fetch problems are challeng-
ing even for 1 robot as demonstrated in (Georgiou
et al., 2016b). In particular, the work of (Georgiou
et al., 2016b) implies that establishing provably op-
timal evacuation protocols for 2-robots is a difficult
task, even when the domain is the disk. Nevertheless,
we view the domain that we study as natural. Indeed,
a basic setup in search-and-rescue operations is that
rescuer-robots inhabit in a base-station, and they stay
inactive till they receive a distress signal. As it is com-
mon in real-life situations, the signal may only reveal

partial information about the location of a victim, e.g.
its distance from the base-station, along with the dis-
tance between the points. When there are more than
one interesting points to be located, this kind of infor-
mation suggests that the points lie anywhere on co-
centric circles. When the points are equidistant from
the base-station, robots need only consider a disk, as
it is the case in our problem. We believe that with
enough technical and tedious work, our results can
also extend to non-equidistant points, however the al-
gorithmic significance of the proposed distributed so-
lutions may be lost in the technicalities.

In order to demonstrate that robots with primitive
communication capabilities are in fact not much less
powerful than in the wireless model, it is essential to
assume that robots have some knowledge of the dis-
tance between the interesting points. The reader may
also view this piece of advice as an algorithmic chal-
lenge in order to bypass the uncertainty regarding the
locations of the interesting points. Notably, our algo-
rithms adapt strategies as a function of the distance of
the interesting points, trying to follow protocols that
would allow them to detect the actual positions of the
points without necessarily visiting them. As an easy
example, note that if a robot has explored already a
contiguous arc of length α+ε, the discovery of an in-
teresting point reveals the location of the other α-arc
distant away interesting point (our algorithm makes
use of distance α in a much more sophisticated way).
As a result, had we assumed that distances are un-
known, robots may not be able to deduce such im-
portant information about the topology using partial
exploration, and the problem would require an inher-
ently different algorithmic approach. Apart from that,
partial knowledge of the input is also interesting due
to the efficiency-information tradeoffs that are natu-
rally induced by the problem, which is also a standard
theme in competitive analysis, e.g. see (Hipke et al.,
1999) and (Georgiou et al., 2016b).

Admittedly, the model we introduce is simple but
natural, general, and complex enough to require non-
standard algorithmic solutions. Most importantly, our
model allows us to demonstrate in a relatively clean
way a couple of novel algorithmic techniques for at-
tacking challenging and newly introduced types of
distributed problems. We anticipate that the ideas in-
troduced in this work will initiate new research direc-
tions towards solving a family of problems that are
not yet understood from a theoretical perspective.

1.4 Notation & Organization

A treasure and an exit are located at unknown posi-
tions on the perimeter of a unit-disk and at arc dis-
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tance α (in what follows all distances will be arc-
distances, unless specified otherwise). Robots start
from the center of the disk, and can move anywhere
on the disk at constant speed 1. Each of the robots
detects the treasure or the exit only if its trajectory
passes over that point on the disk. Once detected, the
treasure can be carried by a robot at the same speed.
We refer to the task of bringing the treasure to the
exit as treasure-evacuation. We use the abbreviations
T,E for the treasure and the exit, respectively. For
convenience, in the sequel we will refer to the loca-
tions of the exit and the treasure as interesting points.
For an interesting point I on the perimeter of the disk,
we also write I = E (I = T ) to indicate that the exit
(treasure) lies in point I. For a point B, we also write
B = null to denote the event that neither the treasure
nor the exit is placed on B.

We focus on the following online variations of
treasure-evacuation with 2 robots, where the exact
distance α between T,E is known, but not their po-
sitions. In 2-TEw (Section 2), information between
robots is shared continuously in the time horizon,
i.e. messages between them are exchanged instanta-
neously and at will with no restrictions and no addi-
tional cost or delays. In 2-TE f 2 f (Section 3), the com-
munication protocol between the robots is face-to-
face (non-wireless)—abbreviated F2F (or f2f), where
information can be exchanged only if the robots meet
at the same point anywhere. We give two algorithms:
in the former case we prove a 1+π−α+4sin(α/2)
and in the latter case a 1+π−α/2+3sin(α/2) upper
bound, resp., on the treasure evacuation time, where α
is the arc distance between treasure and exit. Finally
in Section 4 we provide a lower bound for treasure-
evacuation with 2 robots in the F2F model.

Any omitted proofs, due to space limitations, can
be found in the full version of the paper (Georgiou
et al., 2016a).

2 WIRELESS MODEL

As a warm-up we present in this section an upper
bound for the wireless model, which will also serve
as a reference for the more challenging face-to-face
model. The algorithmic solution we propose is sim-
ple and it is meant to help the reader familiarize
with basic evacuation trajectories that will be used in
our main contribution pertaining to the face-to-face
model.
Theorem 2.1. For every α ∈ [0,π], problem 2-TEw
can be solved in time 1+π−α+4sin(α/2).

To prove Theorem 2.1, we propose Algorithm 1
that achieves the promised bound. Intuitively, our al-

gorithm follows a greedy like approach, adapting its
strategy as a function of the distance α of the interest-
ing points. If α is small enough, then the two robots
move together to an arbitrary point on the disk and
start exploring in opposing directions. Otherwise the
two robots move to two antipodal points and start ex-
ploring in the same direction. Exploration continues
till an interesting point is found. When that happens,
the robot that can pick up the treasure and fetch it to
the exit in the fastest time (if all locations have been
revealed) does so, otherwise remaining locations are
tried exhaustively. Detailed descriptions of the evac-
uation protocol can be seen in Algorithm 1, comple-
mented by Figure 1.

Noticeably, the performance analysis we give is
tight, meaning that for every α ≥ 0, there are con-
figurations (placements of the interesting points) for
which the performance of the algorithm is exactly
1+π−α+4sin(α/2). Most importantly, the perfor-
mance analysis makes explicit that naive algorithms
that do not adapt strategies together with α are bound
to perform strictly worse than our upper bound. Also,
the achieved upper bound should be contrasted to
the upper bound for the face-to-face model (which is
achieved by a much more involved algorithm), which
at the same time is only α/2− sin(α/2) more costly
than the bound we show in the wireless model.

Algorithm 1 takes advantage of the fact that robots
can communicate to each other wirelessly. This also
implies that lack of message transmission is effec-
tively another method of information exchange. In
what follows point A will always be the starting point
of R2, and A′ denotes its antipodal point. For the sake
of the analysis and w.l.o.g. we will assume that R2 is
the one that first finds an interesting point I = {E,T},
say at time x := AI

_
. We call B,C the points that are at

clockwise and counter-clockwise arc-distance α from
I respectively. Figure 1 depicts the interesting points
encountered.
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Figure 1: The points of interest for our Algorithm 1.

The description of Algorithm 1 is from the per-
spective of the robot that finds first an interesting
point, that we always assume is R2. Next we assume
that the finding of any interesting point is instanta-
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neously transmitted and received by the two robots.
Also, if at any moment, the positions of the interesting
points are learned by the two robots, then the robots
attempt a “confident evacuation” using the shortest
possible trajectory. This means for example that if the
treasure is not picked up by any robot, then the two
robots will compete in order to pick it up and return it
to the exit, moving in the interior of the disk.

Algorithm 1: Wireless Algorithm.

Step 1. If α ≤ 2π/3, then the two robots move to-
gether to an arbitrary point on the ring and start
moving in opposing directions, else they move to
arbitrary antipodal points A,A′ on the cycle and
start moving in the same direction.

Step 2. Let I be the first interesting point discov-
ered by R2, at time x := AI

_
. Let B,C be the points

that are at clockwise and counter-clockwise arc-
distance α from I respectively.

Step 3. If x ≥ α/2 then robots learn that the other
interesting point is in B, else R2 moves to B, R1
moves to C.

Step 4. Evacuate

Correctness of Algorithm 1 is straightforward,
since the two robots follow a “greedy-like evacuation
protocol” (still, they use different starting points de-
pending on the value of α). Also, the performance
analysis of the algorithm, effectively proving Theo-
rem 2.1, is a matter of a straightforward case-analysis.
We note that our worst-case analysis is tight, in that
for every α≥ 0 there exist configurations in which the
performance is exactly as promised by Theorem 2.1.
Moreover, we may assume that α> 0 as otherwise the
problem is solved when one interesting point is found.

Note that our algorithm performs differently when
α ≤ 2π/3 and when α > 2π/3. Let x := AI

_
be the

time that R2 first discovers interesting point I. Then
it must be that x ≤ α/2 and x ≤ π−α for the cases
α ≤ 2π/3 and α > 2π/3 respectively (see also Fig-
ure 1). This will be used explicitly in the proof of
the next two lemmata. We also assume that R2 al-
ways moves clockwise starting from point A. R1
either moves counter-clockwise starting from A, if
α≤ 2π/3, or it moves clockwise starting from the an-
tipodal point A′ of A, if α > 2π/3. In every case, the
two robots move along the perimeter of the disk till
time x when R2 transmits the message that it found an
interesting point.

The performance of Algorithm 1 is described in
the next two lemmata which admit proofs by case
analyses. Each of them examines the relative posi-
tion of the starting point of robot R2 (which finds an

interesting point first) and the two interesting points.
Lemma 2.2. Let A be the starting point of R2 which
is the first to discover an interesting point I. Let also
the other interesting point be at C, where CI

_
= α. If A

lies in the arc CI
_

, then the performance of Algorithm
1 is 1+π−α+4sin(α/2), for all α ∈ [0,π].
Lemma 2.3. Let A be the starting point of R2 which is
the first to discover an interesting point I. Let also the
other interesting point be at B, where IB

_

= α. If A lies
outside the arc IB

_

, then the performance of Algorithm
1 is 1+π−α+4sin(α/2), for all α ∈ [0,π].

It is clear now that Lemmata 2.2, 2.3 imply that for
all α ∈ [0,π], the overall performance of Algorithm 1
is no more than 1 + π− α + 4sin(α/2) concluding
Theorem 2.1.

3 F2F MODEL

The main contribution of our work pertains to the
face-to-face model and is summarized in the follow-
ing theorem.
Theorem 3.1. For every α ∈ [0,π], problem 2-TE f 2 f
can be solved in time 1+π−α/2+3sin(α/2).

Next we give the high-level intuition of the pro-
posed evacuation-protocol, i.e. Algorithm 2, that
proves the above theorem (more low level intuition,
along with the formal description of the protocol ap-
pears in Section 3.1).

Denote by β the upper bound promised by the
theorem above. It should be intuitive that when the
distance of the interesting points α tends to 0, there
is no significant disadvantage due to lack of com-
munication. And although the wireless evacuation-
time might not be achievable, a protocol similar to
the wireless case should be able to give efficient so-
lutions. Indeed, our face-to-face protocol is a greedy
algorithm when α is not too big, i.e. the two robots try
independently to explore, locate the interesting points
and fetch the treasure to the exit without coordination
(which is hindered anyways due to lack of communi-
cation). Following a worst case analysis, it is easy to
see that as long as α does not exceed a special thresh-
old, call it α0, the evacuation time is β, and the analy-
sis is tight.

When α exceeds the special threshold α0, the lack
of communication has a more significant impact on
the evacuation time. To work around it, robots need
to exchange information which is possible only if they
meet. For this reason (and under some technical con-
ditions), robots agree in advance to meet back in the
center of the disk to exchange information about their
findings, and then proceed with fetching the treasure
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to the exit. Practically, if the rendezvous is never re-
alized, e.g. only one robot reaches the center up to
some time threshold, that should deduce that interest-
ing points are not located in certain parts of the disk,
potentially revealing their actual location. In fact, this
recipe works well, and achieves evacuation time β, as
long as α does not exceed a second threshold, which
happens to be 2π/3.

The hardest case is when the two interesting points
are further than 2π/3 apart. Intuitively, in such a case
there is always uncertainty as to where the interesting
points are located, even when one of them is discov-
ered. At the same time, the interesting points, hence
the robots, might be already far apart when some or
both interesting points are discovered. As such, meet-
ing at the center of the disk to exchange informa-
tion would be time consuming and induces evacuation
time exceeding β. Our technical contribution pertains
exactly to this case. Under some technical conditions,
the treasure-finder might need to decide which of the
two possible exit-locations to consider next. In this
case, the treasure-holder follows a trajectory not to-
wards one of the possible locations of the exit, rather
a trajectory closer to that of its peer robot aiming for
a rendezvous. The two trajectories are designed care-
fully so that the location of the exit is revealed no mat-
ter whether the rendezvous is realized or not.

3.1 Algorithm & Correctness

In our main Algorithm 2, robots R1,R2 that start from
the centre of the circle, move together to an arbi-
trary point A on the circle (which takes time 1). Then
they start moving in opposing directions, say, counter-
clockwise and clockwise respectively till the locate
some interesting point.

In what follows we describe only the trajectory
of R2 which is meant to be moving clock-wise (R1
performs the completely symmetric trajectory, and
will start moving counter clock-wise). In particular
all point references in the description of our algo-
rithm, and its analysis, will be from the perspective
of R2’s trajectory which is assumed to be the robot
that first visits either the exit or the treasure at posi-
tion I. By B,C,D we denote the points on the circle
with DC

_
=CI

_
= IB

_
=α (see Figure 2). As before, and

in what follows, I ∈ {E,T} represents the position on
the circle that is first discovered in the time horizon
by any robot (in particular by R2), and that holds ei-
ther the treasure or the exit. Finally, O represents the
centre of the circle, which is also the starting point of
the robots.

According to our algorithm, R2 starts moving
from point A till it reaches an interesting point I at
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I 

Figure 2: The points of interest from the perspective of R2,
when α≤ 2π/3 on the left, and when α≥ 2π/3 on the right.

time x := AI
_

. At this moment, our algorithm will de-
cide to run one of the following subroutines with input
x. These subroutines describe evacuation protocols,
in which the treasure must be brought to the exit. Oc-
casionally, the subroutines claim that robots evacuate
(with the treasure) from points that is not clear that
hold an exit. As we will prove correctness later, we
comment on these cases by writing that “correctness
is pending”.

A1(x) (Figure 3 i): If I = T , pick up the treasure and
move to B along the chord IB. If B = E evacuate,
else go to C along the chord BC and evacuate.
(Figure 3 ii): If I = E move to B along the chord
IB. If B = T , pick up the treasure, and return to
I along the chord BI and evacuate. If B = null,
then go to C along the chord BC. If the treasure
is found at C, pick it up, and move to I along the
chord CI and evacuate (else abandon the process).

A2(x) (Figure 3 iii): At the moment robots leave
point A, set the timer to 0.
If I = T , pick up the treasure and go to the cen-
tre O of the circle. Wait there till the time t0 :=
max{x,α−x+2sin(α/2)}+1. If R1 arrives at O
by time t0, then go to C and evacuate (correctness
is pending). Else (if R1 does not arrive at O by
time t0) go to B and evacuate (correctness is pend-
ing).
(Figure 3 iv): If I = E, move to B along the chord
IB. If B = T , pick up the treasure, and return to I
along the chord BI and evacuate. If B = null, then
go to the centre O and halt.

A3(x) (Figure 3 v): If I = T pick up the treasure.
If R1 is already at point I go to C and evacu-
ate (correctness pending). If R1 is not at point
I, then move along chord ID for additional time
y := α/2− x+ sin(α/2) + sin(α), and let K be
such that IK = y. If R1 is at point K, then go to B
and evacuate (correctness is pending), else (if R1
is not at point K) go to C and evacuate (correct-
ness pending).
(Figure 3 vi): If I = E, move to B along the chord
IB. If B = T , pick up the treasure, and return to I
along the chord BI and evacuate. If B = null, then
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move along chord BC until you hit C (or you meet
the other robot- whatever happens first) and halt
at the current point, call it K.

It is worthwhile discussing the intuition behind the
subroutines above. First note that if a robot ever finds
a treasure, it picks it up. The second important prop-
erty is that each robot simulates A1 either till it finds
the treasure or till it fails to find the treasure after find-
ing the exit. At a high level, A1 greedily tries to evac-
uate the treasure. This means that if the treasure is
found first, then the robot tries successively the pos-
sible locations of the exit (using the shortest possible
paths) and evacuates. If instead the exit is found, then
it successively tries the (at most) two possibilities of
the treasure location, and if the treasure is found, it
returns it to the exit.

A2 and A3 constitute our main technical contribu-
tion. Both algorithms are designed so that in some
special cases, in which the exact locations of the in-
teresting points are not known, the two robots sched-
ule some meeting points so that if the meeting (ren-
dezvous) is realized or even if it is not, the treasure-
holder can deduce the actual location of the exit. In
other words, we make possible for the two robots to
exchange information without meeting. Indeed after
finding the treasure, in A2, R2 goes to the centre of
the ring and waits some finite time till it makes some
decision of where to move the treasure, while in A3,
R2 moves along a carefully chosen (and non-intuitive)
chord, and again for some finite time, till it makes a
decision to move to a point on the ring. If instead the
exit is found early, then the trajectories in A2, A3 are
designed to support the other robot which might have
found the treasure in case the latter does not follow
A1.

The next non-trivial and technical step would be
to decide when to trigger the subroutines above. Of
course, once this is determined, i.e. once the trajecto-
ries are fixed, correctness and performance analysis is
a matter of exhaustive analysis.

We are ready to define our main non-wireless al-
gorithm. We remind the reader that the description is
for R2 that starts moving clockwise. R1 performs the
symmetric trajectory by moving counter-clockwise.

Our main algorithm uses parameter
x(α) := 3α/2 − π − sin(α/2) + 2sin(α) , which
we abbreviate by x whenever α is clear from the
context. By Lemma Aa, α0 ≈ 1.22353 is the unique
root of x(α) = 0, while x is positive for all α∈ (α0,π)
and negative for all α ∈ [0,α0).

Lemma 3.2. For every α ∈ [0,π], Algorithm 2 is cor-
rect, i.e. a robot brings the treasure to the exit.

Algorithm 2: Non-Wireless Algorithm.

Step 1. Starting from A, move clockwise until an
interesting point I is found at time x := AI

_
.

Step 2. Proceed according to the following cases:

• If α > 2π/3 and I = T and α > x≥ α− x, then
run A3(x).

• If α > 2π/3 and I = E and x ≤ x, then run
A3(x).

• If α0 ≤ α≤ 2π/3 and I = T and α > x≥ α−x,
then run A2(x).

• If α0 ≤ α≤ 2π/3 and I = E and x≤ x, then run
A2(x).

• In all other cases, run A1(x).

Proof. First, it is easy to see that the treasure is al-
ways picked up. Indeed, if the first interesting point I
that is discovered (by any robot) is the treasure, then
the claim is trivially true. If the first interesting point
I found, say, by R2 is an exit, then R2 (in all subrou-
tines) first tries the possible location B for the trea-
sure, and if it fails it tries location C (in other words
it always simulates A1 till it fails to find the treasure
after finding the exit). Meanwhile R1 moves counter-
clockwise on the ring, and sooner or later will reach
C or B. So at least one of the robots will reach the
treasure first. In what follows, let R2 be the one who
found first the treasure (and picks it up). We examine
three cases.

If R2 is following subroutine A1, then the treasure
is brought to the exit. Indeed, in that case R2 expects
no interaction from R1 and greedily tries to evacuate
(see subcases i,ii in Figure 3).

If R2 is following subroutine A2, then it must be
that α0 ≤ α ≤ 2π/3, that α− x ≤ x < α, and that
it has not found any other interesting point before
(by Lemma Aa we have α− x < α and x > 0 for all
α > α0). Figure 3 subcase iii depicts exactly this sce-
nario, where I = T . Note that from R2’s perspective,
the exit can be either in B or in C, and R2 chooses to
go to the center. This takes total time x+1. If the exit
was at point C, then R1 would have found it in time
α−x≤ x and that would make it to follow A2. So, R1
would first check point D (where the treasure is not
present), and that would make it to go to the centre
arriving at time α−x+2sin(α/2)+1 (an illustration
of this trajectory is shown in Figure 3 subcase iv, if
R1 was moving clockwise). R2 is guaranteed to wait
at the center till time t0 (which is the maximum re-
quired time that takes each robot to reach the centre).
In that case, R2 meets R1 at the center (because R1 did
find the exit in C), and R2 correctly chooses C as the
evacuation point. Finally, if instead the exit was not in
C, then R1 would not make it to the centre by time t0.
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Figure 3: The non-wireless algorithm for two robots with performance π−α/2+3sin(α/2).

That can happen only if the exit is at point B, and once
again R2 makes the right decision to evacuate from B.

In the last case, R2 is following subroutine A3, and
so it must be that α > 2π/3, that α− x ≤ x < α, and
that it has not found any other interesting point before.
Figure 3 subcase v depicts this scenario. Note that the
exit could be either in C or in D.

If the exit is in C, then α− x ≤ x, and R1 would
follow A3 too. This means, R1 would go to point D
(where there is no treasure), and that would make it
travel along the chord DI (an illustration of this tra-
jectory is shown in Figure 3 subcase vi, if R1 was
moving clockwise). If R1 reaches I, it waits there,
and when R2 arrives in I, R2 makes the right deci-
sion to evacuate from C. Otherwise R1 does not reach
I, and it moves up to a certain point in the chord ID
similarly to R2. Note that the meeting condition on
a point K on the chord, with y = IK, would be that
AI
_

+ IK = CA
_

+CD + (DI − IK), which translates
into y = x + sin(α/2) + sin(α)− α/2, i.e. the ex-
act segment of ID that R2 traverses before it changes
trajectory. The longest R2 could have traveled on the
chord ID would be when x=α−x, but then IK would
be equal to α−π+ 3sin(α) ≤ 2sin(α) = ID for all
α > 2π/3. Therefore, the two robots meet indeed in
somewhere in the chord ID. Note also that in this
case, R2 makes the right decision and goes to point C
in order to evacuate.

If instead the exit is in B, then again R2 travels
till point K (which is in the interior of the chord ID).
But in this case, R1 will not meet R2 in point K as it
will not follow A3. Once again, R2 makes the right
decision, and after arriving at K it moves to point B
and evacuates.

3.2 Algorithm Analysis

In this section we prove that for all α∈ [0,π], the evac-
uation time of Algorithm 2 is no more than 1+ π−
α/2 + 3sin(α/2), concluding Theorem 3.1. In the
analysis below we provide, whenever possible, sup-
porting illustrations, which for convenience may de-
pict special configurations. In the mathematical anal-
ysis we are careful not to make any assumptions for
the configurations we are to analyze.

It is immediate that when a robot finds the first
interesting point at time x ≥ α after moving on the
perimeter of the disk, then that robot can also deduce
where the other interesting point is located. In that
sense, it is not surprising that, in this case, the trajec-
tory of the robots and the associated cost analysis are
simpler.

Lemma 3.3. Let x be the time some robot is the first to
reach an interesting point I ∈ {E,T} from the moment
robots start moving in opposing directions. If x ≥ α,
then the performance of the algorithm is at most 1+
π−α/2+ 3sin(α/2). Also, x ≥ α is impossible, if
α > 2π/3.

Proof. Note that 1 is the time it takes both robots
to reach a point, say A, on the ring. So we will
tailor our analysis to the evacuation time from the
moment robots start moving (in opposing directions)
from point A.

Let x be the time after which R2 (without loss
of generality) is the first to find an interesting point
I ∈ {E,T}. Let also B be the other interesting point
{E,T}\ I. For R2 to reach first I, it must be the case
that R1 does not have enough time to reach B, and
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hence x≤ 2π−α− x, that is x≤ π−α/2. Since also
x≥ α, we conclude that α≤ 2π/3.

Next we examine the following cases. For our
analysis, the reader can use Figure 2 as reference (al-
though A is depicted in the interior of the arc CI, we
will not use that AI

_ ≤ α).

Case 1 (I = T ): R2 picks up the treasure
and moves along the chord IB = 2sin(α/2).
The worst case treasure-evacuation time then
is maxα≤x≤π−α/2 {x+2sin(α/2)} = π− α/2 +
2sin(α/2) .

Case 2 (I = E): According to the algorithm, R2
moves towards the treasure point B along the
chord IB, and reaches it in time x+ 2sin(α/2).
R1 moves counter-clock wise and will reach the
position of the treasure in time 2π−α− x. Who-
ever finds the treasure first will evacuate from the
exit, paying additional time 2sin(α/2). Hence,
the total cost can never exceed

min{x+2sin(α/2) ,2π−α− x}+2sin(α/2)
≤π−α/2+3sin(α/2) (by Lemma Ab)

It is easy to see that in both cases, the cost of the al-
gorithm is as promised.

By Lemma 3.3 we can focus on the (much more
interesting) case that R2, which is the first robot that
finds an interesting point, arrives at I at time x :=
AI
_

< α. A reference for the analysis below is Fig-
ure 3 which is accurately depicting point A at most
α arc-distance away from I. For the sake of better
exposition, we examine next the cases α ≤ 2π/3 and
α ≥ 2π/3 separately. Note that in the former case
robots may run subroutines A1 or A2, while in the lat-
ter case robots may run subroutines A1 or A3. For
both lemmata below, the reader may consult Figures 2
and 3.

Lemma 3.4. Let x be the time some robot is the first to
reach an interesting point I ∈ {E,T} from the moment
robots start moving in opposing directions. If x < α,
then the performance of the algorithm is at most 1+
π−α/2+3sin(α/2), for all α ∈ [0,π].

Proof. As before, we omit in the analysis below the
time cost 1, i.e. the time robots need to reach the pe-
riphery of the disk. We examine the following cases
for R2, which is the robot that finds I.

(I = T,B = E,C = null): If R2 runs A1, then it must
be that x ≤ α− x, so the cost is x+ 2sin(α/2) ≤
α− x + 2sin(α/2) ≤ π−α/2 + 3sin(α/2) (see
Figure 3 i).

If R2 runs A2, then it must be that α− x ≤ x < α
and α ≤ 2π/3, and the robot goes to the cen-
tre in order to learn where the exit is (see Fig-
ure 3 iii). Independently of where the exit is,
and by Lemma 3.2, R2 makes the right deci-
sion and evacuates in time 1+maxα−x≤x<α{x,α−
x+2sin(α/2)}+1≤max{α,x+2sin(α/2)}+2
which, by Lemma Ac, is at most π − α/2 +
3sin(α/2) for all α ≤ 2π/3. Note that the analy-
sis of this case is valid, even if I = T is not the first
interesting point that is discovered, and it is from
the perspective of the robot that finds the treasure.
If R2 runs A3, then it must be that α− x ≤ x < α
and α > 2π/3. Then the trajectory of R2 is as in
Figure 3 v, and the exit is found correctly due to
Lemma 3.2. For the sake of the exposition, we
will do the worst case analysis for both cases B =
E and C = E now (i.e. we only insist in that I = T
and that R2 runs A3).
The total time for the combined cases is AI

_
+IK+

max{KB,KC}, where IK = y (see definition of
A3). Since as we have proved, K lies always in
chord ID, and since DB

_
= 3α−2π we have that

BK ≤max{BI,BD}
≤max{2sin(α/2) ,2sin(3α/2−π)}
≤2sin(α/2)

We also have that KC ≤CI = 2sin(α/2). So the
cost becomes no more than

x+ y+2sin(α/2) = α/2+3sin(α/2)+ sin(α)
≤π−α/2+3sin(α/2) (by Lemma Ad)

for all α ∈ [0,π].
(I = T,B = null,C = E): Since I is found first, we

must have x≤ α/2, hence both robots run A1, see
Figure 3 i. Robot R2 that finds the treasure will
evacuate in time no more than x+ 2sin(α/2) +
2sin(α) ≤ α/2 + 2sin(α/2) + 2sin(α) < π −
α/2+3sin(α/2) for all α ∈ [0,π].

(I = E,B = T,C = null): If R2 is the first to find the
treasure, then this case is depicted in Figure 3
i. This happens exactly when x + 2sin(α/2) ≤
2π− x− α, so that the total evacuation time is
x+4sin(α/2)≤ π−α/2+3sin(α/2) for all α ∈
[0,π].
Otherwise x > π−α/2− sin(α/2), and R1 is the
robot that reaches the treasure first. If R1 de-
cides to run A1, then the cost would be 2π−
x−α+2sin(α/2)< π−α/2+3sin(α/2) for all
α ∈ [0,π]. Finally, if R1 decides to run A2 or A3,
then we have already made the analysis in case
I = T,B = E,C = null above.
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(I = E,B = null,C = T ): Note that in all cases, both
robots will run the same subroutine. In particular,
if robots run either A2 or A3, then we have already
done the analysis in case I = T,B = E,C = null
above.
Finally, if both robots run A1, it must be either
because α ≤ α0, or because x ≥ x, while the cost
is always α−x+2sin(α/2)+2sin(α) (the case is
depicted in Figure 3 ii, with reverse direction). If
α≤ α0, then the evacuation cost would be at most
α+2sin(α/2)+2sin(α) which by Lemma Ah is
at most π−α/2+ 3sin(α/2), for all α ∈ [0,α0].
If x ≥ x, then the cost would be at most α− x+
2sin(α/2)+2sin(α) = π−α/2+3sin(α/2).

Note that Lemmata 3.3, 3.4 imply that the perfor-
mance of Algorithm 2 is, in the worst case, no more
than 1+π−α/2+ 3sin(α/2), concluding also The-
orem 3.1.

3.3 Extension to n Robots

We can easily extend our 2-robot algorithms to the
n-robot case (when n is even, otherwise we ignore
one robot) by splitting the robots into pairs, defining
points in intervals of length 4π/n on the cycle, assign-
ing each pair of robots to each such point, and letting
them run the corresponding 2-robot algorithm.

4 LOWER BOUNDS

We conclude the study of treasure evacuation with 2
robots by providing the following lower bound per-
taining to distributed systems under the face-to-face
communication model.

Theorem 4.1. For problem 2-TE f 2 f , any algorithm
needs at least time 1+ π/3+ 4sin(α/2) if 0 ≤ α ≤
2π/3, or 1+ π/3+ 2sin(α) + 2sin(α/2) if 2π/3 ≤
α≤ π.

For the proof, we invoke an adversary (not neces-
sarily the most potent one), who waits for as long as
there are three points A,B,C with AB=BC =α on the
periphery such that at most one of them has been vis-
ited by a robot. Then depending on the moves of the
robots decides where to place the interesting points.

5 CONCLUSION

In this paper we introduced a new problem on search-
ing and fetching which we called treasure-evacuation

from a unit disk. We studied two online variants of
treasure-evacuation with two robots, based on differ-
ent communication models. The main point of our ap-
proach was to propose distributed algorithms by a col-
laborative team of robots. Our main results demon-
strate how robot communication capabilities affect
the treasure evacuation time by contrasting face-to-
face (information can be shared only if robots meet)
and wireless (information is shared at any time) com-
munication.

There are several open problems in addition to
sharpening our bounds. These include problems on
1) the number of robots, 2) other geometric domains
(discrete or continuous), 3) differing robot starting
positions, 4) multiple treasures and exits, 5) limited
range wireless communication, 6) robots with dif-
ferent speeds, 6) different a priori knowledge of the
topology or partial information about the targets, etc.
In particular, we anticipate that nearly optimal algo-
rithms for small number of robots, e.g. for n = 3,4,
or any other variation of problem we consider will re-
quire new and significantly different algorithmic ideas
than those we propose here, still in the same spirit.
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APPENDIX

Lemma A. a) There exists some α0 ∈ (0,π) such
that 3α/2−π−sin(α/2)+2sin(α) is positive for
all α ∈ (α0,π) and negative for all α ∈ [0,α0). In
particular, α0 ≈ 1.22353.

b) min{x+2sin(α/2) ,2π−α− x} + 2sin(α/2) ≤
π−α/2+3sin(α/2) , ∀α ∈ [0,π].

c) max{α,x + 2sin(α/2)} + 2 ≤ π − α/2 +
3sin(α/2) for all α ∈ [0,2π/3].

d) α+ sin(α)≤ π for all α ∈ [0,π].
e) α− sin(α/2)+2sin(α)≤ π for all α ∈ [0,π].
f) α/2 + 2sin(α) ≤ π − α + 2sin(α/2) , ∀α ∈

[0,2π/3]. .
g) max0≤x≤π−α{sin(π/2−α/2− x)} ≤

sin(α/2) , ∀α ∈ [2π/3,π]
h) max0≤x≤α/2{x+2sin(α/2− x)}+2sin(α)≤ π−

α+4sin(α/2) , ∀α ∈ [0,2π/3].
i) max0≤x≤π−α{x+2sin(π/2−α/2− x)}≤ π−α+

2sin(α/2) , ∀α ∈ [2π/3,π]
j) sin(α)≤ sin(α/2) , ∀α ∈ [0,2π/3], and

sin(α)≥ sin(α/2) , ∀α ∈ [2π/3,π].
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Abstract: In this paper, we consider the two-stage three-dimensional guillotine cutting stock problem with usable left-
over. There are two properties that distinguish our problem formulation from others. First, we allow the items
to be rotated. Second, we consider the case in which leftover material is to be reused in subsequent production
cycles. Third, we solve the problem in three dimensions. The optimization problem is formulated as a mixed
integer linear program. To verify the approach, several examples show that our formulation performs well.

1 INTRODUCTION

In many areas of industrial production large or long
pieces of material need to be cut into smaller ones.
E.g., it needs to be decided from which reel of raw
material a cable of a specific length will be produced.
This is an example for a one-dimensional problem.
An example for a two-dimensional problem is to cut
patterns from pieces of large leather. In our case, we
want to cut items out of slabs of steel. This is a three-
dimensional problem.

The cutting stock problem is similar to the bin
packing problem and the knapsack problem. In the
bin packing problem objects of different sizes must be
packed into a finite number of bins. The classical bin
packing problem minimizes the number of bins that
are used. For the knapsack problem, there is only one
bin of a certain volume and the objects to pack have
a value and a volume. Then, the objective is to maxi-
mize the value of the packed objects. Both problems
are, in general, NP-hard problems.

In this paper, we formulate a problem that is simi-
lar to the above mentioned problems and solves the
cutting stock problem. The problem is formulated
such that the optimization program becomes linear
and we can find an optimal solution according to our
objective function.

The general problem of cutting stock is explored
widely in the literature. The earliest work we found,
that minimizes scrap material, is (Kantorovich, 1960).
We cite the English translation, which is, to the best
of our knowledge, a translation from the original Rus-
sian publication from 1939. (Kurt Eisemann, 1957),

and (Gilmore and Gomory, 1961), utilize linear pro-
gramming to solve cutting stock problems. P. Gilmore
and Gomory investigate the one dimensional prob-
lem of cutting items from stock of several standard
lengths. They devise the method of column gener-
ation in their work. P. Gilmore and Gomory con-
tinued their work in (Gilmore and Gomory, 1965).
Here, they extend their formulation to multistage cut-
ting stock problems of two and more dimensions.

(Farley, 1988), adapt the approach of (Gilmore
and Gomory, 1961), with some practical adaptations.
In particular, they introduce guillotine cuts, which
will be explained in detail in the following section.

Solutions not utilizing linear programming have
also been published, e.g., tree-search algorithms,
(Christofides and Whitlock, 1977). The survey (Hinx-
man, 1980), summarizes many more publications.
(Dyckhoff et al., 1985), give a detailed catalog of cri-
teria for characterization of real-world cutting stock
problems (Dyckhoff et al., 1985). (Yanasse et al.,
1991), describe heuristics for the cutting stock prob-
lem. (Carnieri et al., 1994), formulate the cutting
stock problem as a Knapsack algorithm and also give
heuristics to enhance computational efficiency.

(Kalagnanam et al., 2000), formulate the problem
for the steel industry, without considering the depth
of the slabs. (Martello et al., 2000), present a three-
dimensional bin packing problem, while allowing ar-
bitrary, i.e., non-guillotine, cuts. (Morabito and Are-
nales, 2000), focus on a simplified cutting pattern. In
their book Operations Research: Applications and Al-
gorithms, (Wayne L Winston and Jeffrey B Goldberg,
2004), summarize and extend some of the aforemen-
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tioned as well as many more methods.
(Silva et al., 2010), consider waste, but lack the

third dimension in their problem formulation. They
also mention the value of the surplus material on a
conceptual level, but do not show it in their problem
formulation. (Burke et al., 2011), present an iterative
packing methodology based on squeaky wheel opti-
mization. (Furini and Malaguti, 2013), make similar
formulations as previously found in the literature, but
focus on the run-time of the solution.

The recent results from (Andrade et al., 2013),
lay the foundation for our problem formulation.
(Andrade et al., 2013), investigate two-stage two-
dimensional guillotine cutting stock problems with
usable leftover. We will extend their formulation for
two-stage three-dimensional guillotine cutting stock
problems with usable leftover. The term “stage” will
be explained when we describe the constrains that are
imposed by our production machinery.

There are three properties that distinguish our
problem formulation from others. First, we allow the
items to be rotated.

Second, we consider the case in which leftover
material is to be reused in subsequent production cy-
cles. I.e., after one production cycle, leftover material
is added to the set of slabs.

Third, we solve the problem in three dimensions.
On the one hand, this is needed to calculate the
weight, which is required in our objective function.
On the other hand, this opens up for the possibility to
cut an item from a slab that is thicker than necessary,
if the value of the leftover material permits or even
dictates this decision.

The remainder of the present paper is organized
as follows. In Section 2, we present the problem we
want to solve and the model we use. In Section 3, we
propose an optimization program to solve the prob-
lem. In Section 4, we discuss some examples and
their solutions. Finally, we summarize our results in
Section 5.

2 PROBLEM FORMULATION
AND MODEL DESCRIPTION

The overall goal is to fulfill customer orders of blocks
of steel. We call the ordered blocks of steel items.
These items are cut from larger slabs of steel. As the
size of an item is defined by the customer, the size is,
in general, different and arbitrary from item to item.

The problem we solve in this work is the decision
which item is cut from which slab and how items are
geometrically placed on each slab. Due to the produc-
tion process, or technical and economic restrictions,

(a) (b) (c)

Figure 1: Guillotine cutting in (b) and (c).

these problems can have an abundance of constraints.
It is not important that the material we are working
with is steel. However, the machines that are used
for cutting the slabs create certain constraints in our
problem formulation.

In general, when items are cut from slabs, the orig-
inal slab is cut up into items and surplus material. The
surplus material can either be useful in the future or it
is so small that it is thrown away. If it is kept we call
it leftover material and it will be placed in the set of
slabs for future usage. If it is thrown away we call it
scrap material.

One of our goals is to use surplus material more
frequently than new slabs. Otherwise, the slabs in
stock could increase over time. Our solution for this
problem is to attach a value per kilogram to all the
slabs. The less a slab weights in total, the smaller its
value per kilogram.

The machines cutting the slabs can only do full
straight cuts, parallel to the edges of the slab and not
stop halfway through the material. This is called guil-
lotine cutting.

Figure 1a shows how the blue item can not be cut
from the gray slab if it is placed in the bottom left cor-
ner. The item has either to be cut as seen in Fig. 1b or
Fig. 1c. Leftover material will have different shapes,
not only depending on the exact geometrical place-
ment of the item on the slab, but also depending on the
exact cuts being made. Currently, in order to calculate
the dimensions of the surplus material, the problem
formulation assumes a strict cutting order, which will
be explained shortly.

Our model follows (Lodi and Monaci, 2003), in
using the notion of shelves, as does (Andrade et al.,
2013). Shelves are a way to connect the restriction on
guillotine cutting and geometric placement of items.
Figure 2 shows the general layout of items and shelves
on a slab.

In this figure, item 1 and item 2 are on the same
shelf, while item 3 is on a separate shelf. To make this
clear, a shelf is just a notion to group and place items
on a slab. Further, shelf ν is opened by item ν. The
height of all items, that are placed in this shelf after
item ν must be less than or equal to the height of item
ν. I.e., the height of shelf ν is equivalent to the height
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Figure 2: Shelves.

(a) (b)
Figure 3: Positions of leftover material.

of item ν. An item is either placed in an existing shelf
or opens a new shelf. As a result, if item ν̂ was placed
in an existing shelf, then shelf ν̂ does not exist.

As was mentioned earlier, the size and form of
the surplus material depends on the order in which
cuts are made. Therefore, our problem formulation
assumes a specific order of the cuts. This is neces-
sary to calculate the precise dimensions, and hence
the value, of the surplus material. The result of the
cuts is depicted in Fig. 3.

The figure is ambiguous about the depth of VC
il ,

which is the leftover material filling the height above
item i on slab l. It has the same depth as the slab,
which is clear from the following cutting order.
1. Slabs are cut in the direction of “width” such that

shelves are cut out.
2. Each shelf is cut in the direction of “height” such

that the widths of items are correct.
3. VC

il are trimmed from the items.

4. V T
il are trimmed from the items.

Trimming in this context means to cut unwanted
pieces from the items, e.g., separating V T

il from the
item.

(Andrade et al., 2013), describe their model as
having “two stages”.

In the first stage, parallel longitudinal (hor-
izontal) guillotine cuts are produced on a
plate, without moving it, to produce a set of
strips. In the second stage, these strips are
pushed, one by one, and the remaining parallel
transversal (vertical) guillotine cuts are made
on each strip. ((Andrade et al., 2013, p. 2))

(a) Exact case. (b) Non-exact case.
Figure 4: Two-stage cutting patterns.

(a) (b)
Figure 5: Measuring the leftover material.

Further, (Andrade et al., 2013), distinguish between
the exact and non-exact cases of matching items to
shelves. Figure 4a shows the exact case. Here, all
items in the same shelf have the same height. On the
other hand, Fig. 4b shows the non-exact case. Here,
trimming is necessary, because items in the same shelf
might have a different height. Recall that (Andrade
et al., 2013), only account for two dimensions. They
do not treat trimming as a separate stage.

Our formulation matches items to slabs in three
dimensions considering the non-exact case. Items are
trimmed at most two times, but items are not stacked
in the third dimension. So we call our problem a two-
stage three-dimensional non-exact guillotine cutting
stock problem.

The objective function of our optimization prob-
lem will maximize the value of the surplus material,
accounting for the lost value of cut slabs. A value
needs to be attached to the volumes of the pieces of
surplus material. In order to calculate the volumes,
the measures depicted in Fig. 5 are used.

As we mentioned earlier, the value of each piece
of surplus material is a function of its weight. The
weight of each piece is calculated by simply mul-
tiplying its volume by the weight per volume unit.
The constants ge

l define the boundaries of the weight
classes. αe

l is the value relative to the value of the slab
the piece originates from. l denoting the slab, e denot-
ing the weight class. Explicit example values for ge

l
and αe

l are given in Table 1. E.g., the value per kilo-
gram of a piece of surplus material weighting between
2.1 kg and 5 kg is 0.5 times the value per kilogram of
the slab it originates from.

Surplus material is considered waste if one of its
sides is too small. See dWmin

l , dHmin
l , dTmin

l in Table 1.
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We allow items to be rotated in the width-height-
axis. This is done by copying each item and rotating
the copy. We then restrict placement such that only
one of these items is produced. More on this in the
optimization program itself.

Further, we require items to be sorted by decreas-
ing height, i.e., hi ≥ hi+1. This is a result of how the
height of shelves is determined in our optimization
problem. The first item to be placed in a shelf defines
its height. Only items with a larger index are allowed
to be put into this shelf. So all items following the
first item must have the same or a smaller height, such
that they can be placed on any of the existing shelves.
Therefore, items are sorted by decreasing height be-
fore given an index.

3 THE OPTIMIZATION
PROGRAM

Below is the complete optimization program, which
will be explained afterwards.

Define FN = {1, . . . ,N} for any N ∈ N. Unless
otherwise mentioned, the constraints apply to ∀i∈ Fn,
∀k ∈ Fn, ∀l ∈ Fp. n and p are number of items and
number of slabs, respectively, see Table 1.

The main variables are xikl , i.e., it is one if item i
is placed in shelf k on slab l.

maximize
n

∑
i=1

i

∑
k=1

p

∑
l=1

wihitiGl pixikl (1)

−
p

∑
l=1

MlPlul (2)

−
p

∑
l=1

(P0
l −Pl)Rl (3)

+
|V |
∑
j=1

Fj (4)

subject to all conditions in Table 2 ,
p

∑
l=1

i

∑
k=1

∑
i∈ci

xikl = 1 ,

∀ci = { j | j = i or j is rotated version of i} , (5)
n

∑
k=i+1

p

∑
l=1

xikl = 0 , (6)

ul ≥
1
n

n

∑
i=1

n

∑
k=1

xikl (7)

bkl =Wlxkkl−
n

∑
i=k

wixikl ,

∀k ∈ Fn , ∀l ∈ Fp , (8)

bk =
p

∑
l=1

bkl , (9)

sl = Hlul−
n

∑
k=1

hkxkkl , (10)

qi =
p

∑
l=1

i

∑
k=1

(hk−hi)xikl , (11)

ai =
p

∑
l=1

i

∑
k=1

(Tl− ti)xikl , (12)

sl ≥ dHmin
l − Ĥ(1− zH

l ) , (13)

sl ≤ ĤzH
l +dHmin

l , (14)

V H
l ≤ slWlTlGl , (15)

V H
l ≤ HlWlTlGlzH

l , (16)

bk ≥
p

∑
l=1

dWmin
l xkkl− (1− zS

k)Ŵ , (17)

bk ≤ Ŵ zS
k +

p

∑
l=1

dWmin
l xkkl , (18)

GlV S
kl ≤MlzS

k , (19)

V S
kl ≤ bkhkTlGl , (20)

V S
kl ≤WlhkTlGlxkkl , (21)

qi ≥
p

∑
l=1

i

∑
k=1

dHmin
l xikl− (1− zC

i )Ĥ ,

(22)

qi ≤ ĤzC
i +

p

∑
l=1

i

∑
k=1

dHmin
l xikl , (23)

GlVC
il ≤MlzC

i , (24)

VC
il ≤ wiqiTlGl , (25)

VC
il ≤ wiHlTlGl

i

∑
k=1

xikl , (26)

ai ≥
p

∑
l=1

i

∑
k=1

dTmin
l xikl− T̂ (1− zT

i ) ,

(27)

ai ≤ T̂ zT
i +

p

∑
l=1

i

∑
k=1

dTmin
l xikl , (28)

GlV T
il ≤MlzT

i , (29)

V T
il ≤ wihiaiGl , (30)

V T
il ≤ wihiTlGl

i

∑
k=1

xikl , (31)

Rl = Ml−
n

∑
i=1

i

∑
k=1

wihitiGlxikl

︸ ︷︷ ︸
assigned items
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Table 1: Inputs and Identifiers.

Input or Identifier Description
wi,hi, ti Width, height and depth of item i, with i = 1, . . . ,n.
pi Value of item i per kilogram.
Wl ,Hl ,Tl Width, height and depth of slab l, with l = 1, . . . , p.
Gl Weight per volume unit of slab l, e.g., 7.85 ·10−6 kg

mm3 .
Ml =WlHlTlGl Weight of slab l.
Ŵ = maxl=1,...,p {Wl} Greatest width of slabs.
T̂ = maxl=1,...,p {Tl} Greatest height of slabs.
Ĥ = maxl=1,...,p {Hl} Greatest depth of slabs.
P0

l Purchase value of slab l per kilogram.
Pl Current value of slab l per kilogram.
ge

l Boundaries of weight classes, specific to slab l,

e.g.,
(

g1
1 g2

1 g3
1 g4

1 = gm
1

)
=
(

0 2.1 5.1 10.1
)

.

αe
l Relative value for weight classes, specific to slab l,

e.g.,
(

α1
1 α2

1 α3
1 α4

1 = αm
1

)
=
(

0.2 0.5 0.6 1
)

.

dWmin
l ,dHmin

l ,dTmin
l Minimum width, height, and depth before leftover

material is considered waste, e.g., dWmin
l = dHmin

l = dTmin
l = 10cm

−
n

∑
k=1

V S
kl−

n

∑
i=1

VC
il

−
n

∑
i=1

V T
il −V H

l , (32)

V :=
{

V H
l > 0 | l = 1, . . . , p

}

∪
{

V S
k > 0 | k = 1, . . . ,n

}

∪
{

VC
i > 0 | i = 1, . . . ,n

}

∪
{

V T
i > 0 | i = 1, . . . ,n

}
, (33)

zR
jege

l( j) ≤Vj ,

∀ j ∈ F|V | , ∀e ∈ Fm , (34)

Vj < ge+1
l( j) +Ml( j)(1− zR

je) ,

∀ j ∈ F|V | , ∀e ∈ Fm−1 , (35)
m

∑
e=1

zR
je = 1 , ∀ j ∈ F|V | , (36)

Fje ≤VjP0
l( j)α

e
l( j) ,

∀ j ∈ F|V | , ∀e ∈ Fm , (37)

Fje ≤Ml( j)P
0
l( j)α

e
l( j)z

R
je ,

∀ j ∈ F|V | , ∀e ∈ Fm (38)

In the following, the objective function and the con-
straints will be discussed in detail.

The objective is to maximize the profit from the
production of one batch of items. In general, the profit
is calculated by subtracting the costs from the rev-
enue. The costs, on the one hand, consist of the slabs
that are used for production, see Eq. (2), and the scrap
material, see Eq. (3). The revenue, on the other hand,

consists of the produced items, see Eq. (1), and the
reusable leftover material, see Eq. (4). Note that the
objective function is linear in the variables xikl , ul , Rl ,
and Fj, c.f., Table 2.

From Eq. (5) and Eq. (6) we see that all items have
to be produced. This means Eq. (1) of the objective is
constant and does not influence the optimal solution.
However, we will simplify that for the solver.

If we use a slab, it decreases the revenue. I.e., its
value is subtracted in Eq. (2). The production will re-
sult not only in items that we want to produce. There
will also be surplus material. As discussed earlier this
can either be leftover material or scrap material.

The scrap material originates from a slab with a
purchase value P0

l and this is the value we lose if we
throw it away. As we have already accounted for the
current value in Eq. (2), we need to compensate for
that in Eq. (3).

The leftover material is a kind of positive revenue.
It is not being paid for by a customer at this moment,
but it might be in future production cycles. So this
value is added to the objective, and thereby to the rev-
enue, in Eq. (4).

The constraints are described in the following.
Equation (5) describes that each item should only be
produced once. Usage of the set ci prevents that both,
the original and the rotated version of an item, are
produced.

Equation (6) means that an item i can only be
placed in shelves 1 to i. In other words, an item can
open a shelf or be placed in an existing one. As items
are sorted by height, this ensures equivalence to the
case where the height of a shelf is not determined by
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Table 2: (Auxiliary) Variables.

Variable Description
xikl ∈ {0,1} Set to 1 if item i is placed in shelf k on slab l.
ul ∈ {0,1} Set to 1 if slab l is used.
bkl ≥ 0 Remaining width in shelf k on slab l, see Fig. 5a.
bk ≥ 0 Remaining width in shelf k, see Eq. (9).
sl ≥ 0 Remaining height above top shelf on slab l,

see Fig. 5a, Eq. (10).
qi ≥ 0 Remaining height above item i in its assigned shelf,

see Fig. 5a, Eq. (11).
ai ≥ 0 Remaining depth above item i in its assigned shelf,

see Fig. 5b, Eq. (12).
V S

kl ≥ 0 Weight of leftover material filling the width of shelf
k on slab l, see Fig. 3. A shelf is located on exactly one slab, so it is 6= 0
for exactly one combination of k and l or all are 0 if the leftover material
is waste.

V S
k = ∑p

l=1 V S
kl ≥ 0 Weight V S of shelf k.

VC
il ≥ 0 Weight of leftover material filling the height above

item i on slab l, see Fig. 3. It is 6= 0 for only one combination of i and l
or all equal 0 if waste.

VC
i = ∑p

l=1 VC
il ≥ 0 Weight VC above item i.

V T
il ≥ 0 Weight of leftover material filling the depth above

item i on slab l, see Fig. 3. It is 6= 0 for only one combination of i and l
or all equal 0 if waste.

V T
i = ∑p

l=1 V T
il ≥ 0 Weight V T above item i.

V H
l ≥ 0 Weight of leftover material on the top of slab l,

see Fig. 3.
zS

k ,z
C
i ,z

T
i ,z

H
l ∈ {0,1} Set to 0 if associated weights are waste.

V j ≥ 0 , ∀ j ∈ F|V | An element from the set V , see Eq. (33).
zR

je ∈ {0,1} , ∀ j ∈ F|V | Set to 1 if weight j is in class e.
Fje Value of leftover material j in weight class e.

Not equal 0 for one weight class.
Fj = ∑m

e=0 Fje ≥ 0 , The value of weight j.
∀ j ∈ F|V |

Rl Weight of leftover material that is waste.

the first, but highest item.
Equation (7) sets ul to one if slab l is used.
Equation (8) and Eq. (9) set the variable bk which

describes the remaining width in shelf k, see also
Fig. 5. Equation (10), Eq. (11), and Eq. (12) set sl ,
qi, and ai, respectively. See also Fig. 5.

Equation (13) and Eq. (14) set the variable zH
l to

zero if the associated weight V H
l is waste. V H

l is con-
sidered waste if sl < dHmin

l . In that case, zH
l in Eq. (14)

can either be 0 or 1, but with Eq. (13) it has to be 0.
Then again, if sl ≥ dHmin

l , zH
l in Eq. (13) can either

be 0 or 1, while Eq. (14) sets it to 1.
The weights, which are calculated to get the value

of the leftover material, are best understood by look-
ing at Fig. 3. The weight V H

l is calculated in Eq. (15)
and Eq. (16). The latter one is set to zero if it is con-

sidered waste. This is done so that no value is added
for it in the objective function.

In Eq. (17) and Eq. (18) zS
k is set to 0 if V S

kl is scrap
material. Otherwise, zS

k is set to 1. In both equations,
the summation over l “picks” the correct slab as xkkl
can only be one for one l. Beside of that, it works
analogously to Eq. (13) and Eq. (14).

The next three equations, Eq. (19), Eq. (20), and
Eq. (21), set the weight V S

kl . It is set to its actual
value if it is usable, otherwise it is set to 0. To
be more precise, the equations set the upper limit
of the weight and the objective indirectly maximizes
the weight such that the upper limit will be reached.
Equation (19) limits V S

kl to the weight of the slab or
sets it to 0 if it is scrap material. Equation (20) and
Eq. (21) need to be interpreted in conjunction. Equa-

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

32



tion (20) limits V S
kl as if shelf k is on slab l, which is

not necessarily true. Equation (21) then limits V S
kl to 0

if xkkl equals 0, i.e., only the correct combination of k
and l lead to a value unequal 0.

Equation (22) and Eq. (23) set zC
i in a similar way

as Eq. (17) and Eq. (18) set zS
k . The sum to find the

correct dHmin
l needs to be a sum over xikl . This is be-

cause an item, not being the first item in a shelf, can
be located on any shelf.

The next three equations, Eq. (24), Eq. (25), and
Eq. (26), set the weight VC

il in the same way as
Eq. (19), Eq. (20), and Eq. (21) set V S

kl . Equation (26)
has an additional sum, compared to the calculation of
V S

kl . The argument here is similar to the one above.
Item i can be located on any shelf, so we sum over the
shelves k in order to pick the correct xikl .

Equation (27) and Eq. (28) set zT
i in the same way

as zC
i is set. Equation (29), Eq. (30), and Eq. (31)

define the weight V T
il in the same way as VC

il is defined.
Rl is the sum of the weight of scrap material from

slab l. It is calculated in Eq. (32) as the remainder
from substracting produced and reusable items from
the slab weight. I.e., everything that is not an item or
reusable leftover is scrap material.

Equation (4) uses the set V , which is defined in
Eq. (33). V is the set of all weights not of size zero.
Recall that these weights are only those that are asso-
ciated to reusable material.

The rest of the constrains are used to finally cal-
culate the value of the reusable material. zR

je denotes
if weight j is in the weight class e. Let l( j) denote
the slab on which weight j is located. l( j) is linear,
because Vj =V S

k : l( j) = l⇔V S
kl > 0, analogously for

C, T. Then, zR
je shall equal 1 if ge

l( j) ≤Vj < ge+1
l( j) . This

is accomplished by Eq. (34), Eq. (35), and Eq. (36).
Equation (35) will set zR

je to zero if Vj is lighter than
the boundary ge. Equation (34) will set zR

je to zero if
Vj is heavier than ge. Both these equations allow zR

je
to be either 0 or 1 if the above inequality holds. In
that case Eq. (36) forces zR

je to be 1 and we have our
desired behavior.

With this information we can finally calculate Fje,
which is the value of Vj. As the name suggests, it is
non-zero only for one specific value of e. Unfortu-
nately, we cannot multiply Vj by zR

je as we want our
problem to stay linear. Therefore, Eq. (37) sets the up-
per limit of its value regardless of zR

je. Then, Eq. (38)
sets an even larger upper limit, but only if zR

je equals 1.
Otherwise, it sets it to 0, which is what we want if Vj
does not lie in this specific weight class. In our ob-
jective function, the sum is above Fj, not Fje. This is
explained in Table 2.

(a) Our solution.
(b) Solution from (Andrade
et al., 2013).

Figure 6: Example 1, input data No. 1, Table 3.

Table 3: Input data No. 1.

(a) Slabs in stock

ID W H T

1 500 700 45

(b) Items in order

ID w h t

−3 150 400 45
−1 100 300 45
−2 100 300 45
3 400 150 45
1 300 100 45
2 300 100 45

4 EVALUATION

The optimization program was implemented using
CVX, which is an add-on for MATLAB. CVX allows
a high level description of the program, which is close
to the description in Section 3. CVX can use several
solvers. The solver we use is Gurobi ((Gurobi Opti-
mization, Inc., 2016)) as it can solve binary integer
linear programs.

In all examples, the boundaries and relative values
of the weight classes are the ones from Table 1. Also,
the weight per volume is given there.

Please note that some of the slabs had to be drawn
incomplete in order to keep the page size down. This
was done only in areas where no items are placed and
is denoted by a dotted line at the top of the slab.

Example 1

We compare our solution to the one named M L
1 in

(Andrade et al., 2013), which is also implemented in
CVX/Gurobi. As mentioned earlier, the solution in
(Andrade et al., 2013), solves the problem in two di-
mensions. Therefore, in our example, the thickness of
the ordered items matches the thickness of the slabs in
stock.

Later, we will also show an example where the
thickness between slab and items is different.
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Table 4: Input data No. 2.

(a) Slabs in stock

ID W H T

1 350 650 40
2 300 300 40

(b) Items in order

ID w h t

1 200 330 40
2 150 300 40
3 150 300 40

The data from Table 3 produces the solutions
shown in Fig. 6. The table shows the rotated items,
where the item with identifier −i denotes the rotated
version of the item with itentifier i. We will omit these
in later tables. The items in this specific table are also
ordered by height as needed for in our problem for-
mulation.

We denote a cut which should not be necessary in
the final cutting procedure with a dashed line. Our
solution results in two quite large pieces of surplus
material. The solution from (Andrade et al., 2013),
results in a solution with three smaller pieces of sur-
plus material. We also rotated all items before feed-
ing the input to the algorithm from (Andrade et al.,
2013). Still, its solution was to put all three items
side by side, i.e., also creating three pieces of surplus
material. Subjectively, two larger pieces of surplus
material are better than three smaller ones.

Putting the solution from (Andrade et al., 2013)
into our objective function, we get a smaller, i.e.,
worse, objective value. That means, according to our
valuation, we have a better overall value of items and
slabs, compared to the algorithm from (Andrade et al.,
2013). It is also shown that the rotation of items is of
importance.

Example 2

This example, see Fig. 7, underlines how our opti-
mization problem finds really good solutions if slabs
can be filled. There is no leftover material on slab 2,
so slab 1 produces a nice large piece of leftover ma-
terial in addition to a smaller one. The smaller one is
just slightly above the size limitations of scrap mate-
rial, so it is put back to the set of slabs for the next
run, too.

Assume, we rotate item 1 on slab 1. The values
of the used slabs, as well as the value of the produced
items stays the same. Still, the value of the objec-
tive function decreases, because the sum of the values
of the surplus material decreases. Note that, the sum
of the weights of the surplus material stays also the
same. The value of the surplus material decreases,
because the function, described by ge

l and αe
l , is a

concave function. This function is essential for the
performance of the optimization program.

(a) Slab 1 (b) Slab 2

Figure 7: Example 2, input data No. 2, Table 4.

(a) Input data No. 3 (b) Input data No. 4

Figure 8: Ex. 3, data No. 3 and 4, Tables 5 and 6.

Example 3

Two slightly different variations of input data is exam-
ined in this example. Table 5 shows input data no. 3,
while Table 6 shows input data no. 4. The only differ-
ence is the size in the direction of x of the slab.

Figure 8 shows both solutions. Again, it is all
about the value of the leftover material. It is clear
the solution with the highest value of the leftover ma-
terial is optimal, because all of the items have to be
produced according to the objective function.

With input data No. 4, if the items would be
placed as seen in Fig. 8a, then the value of the leftover
material would be less than is shown. This directly
depends on the weight groups. As a result the weight
groups have to be empirically adjusted, according to
the slab sizes and items ordered.

Table 5: Input data No. 3.

(a) Slabs in stock

ID W H T

1 330 650 40

(b) Items in order

ID w h t

1 200 330 40
2 150 300 40
3 150 300 40
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Table 6: Input data No. 4.

(a) Stock

ID W H T

1 350 650 40

(b) Order

ID w h t

1 200 330 40
2 150 300 40
3 150 300 40

(a) Slab 1

(b) Slab 2

Figure 9: Example 4, input data No. 5, Table 7.

Example 4

In Fig. 9 we show the result of an optimization which
barely fits on the slabs and where items have many
similar dimensions. This is where the optimization
problem really shines and a manual solution would
be really time consuming if you would even find one.

Example 5

Compared to the last example, Fig. 10 shows the re-
sult of items, which don’t have many similar sizes.
The result does not look as nice and dense as the pre-
vious one, but it still produces many larger pieces of
surplus material. Note that slab 1 is not used, i.e.,
smaller blocks of steel are used first, because they
have a smaller value. This is exactly what we want.

Example 6

Figure 11 is a slight variation of the previous example.
The sizes of slab 2 and slab 3 are decreased. As a
result not all items fit on these two slabs.

As can be seen from the figure, item 7 is put on
slab 1, but it would neatly fit into the upper right cor-

Table 7: Input data No. 5.

(a) Stock

ID W H T

1 240 140 10
2 130 100 10

(b) Order

ID w h t ID w h t

1 40 10 10 20 40 30 10
2 80 10 10 21 50 30 10
3 50 10 10 22 20 30 10
4 70 10 10 23 60 30 10
5 60 10 10 24 70 30 10
6 20 10 10 25 60 40 10
7 90 10 10 26 50 40 10
8 30 10 10 27 70 40 10
9 10 10 10 28 40 40 10
10 90 20 10 29 10 40 10
11 70 20 10 30 10 30 10
12 50 20 10 31 20 50 10
13 10 20 10 32 80 50 10
14 20 20 10 33 30 40 10
15 80 30 10 34 30 50 10
16 30 30 10 35 10 50 10
17 60 20 10 36 70 50 10
18 40 20 10 37 20 40 10
19 30 20 10

(a) Slab 1

(b) Slab 2 (c) Slab 3

Figure 10: Example 5, input data No. 6, Table 8.

ner of slab 3. The optimization problem can’t find this
solution, because it makes strict assumptions about
the layout of the items. Further investigation about
cutting patterns and their application to the formula-
tion of the optimization problem might be a direction
of future research.

Example 7

In previous examples, the thickness of items matched
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Table 8: Input data No. 6.

(a) Stock

ID W H T

1 300 300 45
2 170 250 45
3 150 100 45

(b) Order

ID w h t

1 94 50 45
2 65 37 45
3 51 88 45
4 78 56 45
5 32 66 45
6 54 36 45
7 58 29 45
8 53 72 45
9 95 75 45

10 89 87 45

(a) Slab 1

(b) Slab 2 (c) Slab 3

Figure 11: Example 6, input data No. 7, Table 9.

the thickness of the slabs. Now, we show that our
formulation can give unexpected results if there are
several slabs with different thicknesses to pick from.

In Fig. 12, we show the results of our formulation
with input data no. 8, Table 10. One might assume
that producing the item on slab 2, which matches its
thickness, is the best option. As you can see, our for-
mulation places the item on slab 1, which is consider-
ably thicker than it needs to be. Simply put, the value

Table 9: Input data No. 7.

(a) Stock

ID W H T

1 300 300 45
2 150 220 45
3 120 100 45

(b) Order

ID w h t

1 94 50 45
2 65 37 45
3 51 88 45
4 78 56 45
5 32 66 45
6 54 36 45
7 58 29 45
8 53 72 45
9 95 75 45

10 89 87 45

(a) Slab 1 (b) Slab 2

Figure 12: Example 7, input data No. 8, Table 10.

Table 10: Input data No. 8.

(a) Stock

ID W H T

1 500 700 25
2 500 700 15

(b) Order

ID w h t

1 400 400 15

of the leftover material dictates this placement.
Cuts that trim the thickness can take a long time,

because the area to cut can be quite large compared
to the other cuts. If these trims were not desired, the
optimization problem could either be extended by a
penalty for these cuts or items and orders could sim-
ply be matched in thickness before given to the opti-
mization program.

Runtime and Quality

Besides example 4, the runtime of our examples was
always below one minute, which is a reasonable run-
time to collect and place orders. Example 4 took
about 5000 seconds, which is considerable more than
the other solutions. Limiting the time allowed by the
solver for Example 4 to 60 seconds, we still got a fea-
sible solution. I.e., while not as dense as the solution
shown in Fig. 9, all items were placed on the slabs.

5 SUMMARY

In this paper, we developed an optimization program
that solves the problem of cutting steel-plates, where
only guillotine cuts are allowed. We consider surplus
material as a form of value. Our solution is mod-
eled in three dimensions in order to assign a value
to the surplus material. We use the notion of shelves
to model the placement of items on slabs and allow
items to be rotated.

As has been shown in the examples, our problem
formulation gives subjectively good results, i.e., the
problem is apparently well solved. We have shown
that preferable few, big leftovers are created and small
slabs are used first, see Examples 1 and 6 respectively.
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Example 4 showed that our formulation allows
the tradeoff between runtime and quality. Example 5
showed good performance, even for items of random
size.

In some cases, the placement using shelves might
not be optimal and a more advanced placement might
yield better results in the case of sparser placements.
Consider Example 6, item 7 could fit on slab 3 with
a proper cutting order. Although, modeling and find-
ing optimal solutions of placements not following the
notion of shelves is much more difficult.

Including the third dimension is necessary to
achieve optimal solutions, see Example 7. Our results
are strongly dependent on the choice of weight classes
and their values, see Examples 2 and 3. A proper opti-
mization of these could be the topic of future research.
Although, the values from Table 1 produce good re-
sults for the sizes we used in our examples.

In the future, the number of cuts or a penalty for
using many different slabs could be incorporated eas-
ily into the objective function. But these considera-
tions should be justified by concrete requirements of
a factory.
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Abstract: Electric vehicle battery swapping stations are suggested as an alternative to vehicle owners recharging their
batteries themselves. To maximize the network’s performance spare batteries must be optimally allocated in
these stations. In this paper, we consider the battery allocation problem where the criterion for optimality is
the window fill rate, i.e., the probability that a customer that enters the swapping station will exit it within a
certain time window. This time is set as the customer’s tolerable wait in the swapping station. In our derivation
of the window fill rate formulae, we differ from previous research in that we assume that the swapping time
itself is not negligible. We numerically analyse the battery allocation problem for a hypothetical countrywide
application in Israel and demonstrate the importance of estimating correctly customers’ tolerable wait, the
value of reducing battery swapping time and the unique features of the optimal battery allocation.

1 INTRODUCTION

Electric vehicles’ batteries need to be recharged fre-
quently with inconveniently long recharging time.
The US-based corporation Better Place suggested to
overcome this problem by separating battery owner-
ship from the vehicle’s ownership so that customers
purchase the vehicle from the auto-maker and lease
battery services from a third party (“the firm”). The
firm will construct a network of battery swapping sta-
tions in which car owners replace their depleted bat-
teries for charged ones from the station’s stock. Sep-
arately, the depleted batteries are recharged and put
back in the stock to be given to future customers. To
improve the network’s performance, the firm may de-
cide to place spare batteries in each station. There-
fore, given a total budget of spare batteries, the firm
must decide how to allocate the spare batteries among
the battery swapping stations with the goal of opti-
mizing a predetermined service measure.

The service measure that we consider in this paper
is a generalization of the fill rate. With the fill rate, the
firm will allocate batteries to maximize the fraction
of customers who are served upon arrival. In reality,
however, the fill rate is rarely an accurate proxy for
the firm’s costs. For example, if the battery provider is
obliged by contractual commitment to provide service
within a certain time then it does not need to have a

battery ready for the customer immediately when she
arrives. From the customers’ standpoint, too, there is
a certain tolerable or acceptable period of wait, which
may depend on their level of patience or expectation.
If a customer entering the station expects being served
within the ten minutes it would take to fill a tank of a
conventional car, then the firm experiences reputation
and contractual losses only if the customer waits more
than ten minutes. Thus, the firm’s objective should be
to maximize the window fill rate, i.e., the probability
that a customer is served within the tolerable wait.

To address this problem, we use research in the
field of exchangeable-item repair systems. Customers
arrive to these systems with a failed item and ex-
change it for an operable item in a manner similar
to the battery swapping scheme. Furthermore, since
battery charging docks are relatively inexpensive, one
may assume that there are ample servers in each lo-
cation so that each location can be modelled as an
M/G/∞ queue. (Dreyfuss and Giat, 2016) develop an
algorithm for finding a near-optimal solution in such
multi-location systems assuming that the item’s as-
sembly and disassembly times are negligible. This
assumption is clearly unrealistic for the battery swap-
ping problem since battery removal and installation
times are significant compared to the customer’s tol-
erable wait.

In this paper, we develop the window fill rate for-
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mula for the case of positive item assembly and disas-
sembly times and show that a ∆ increase in the assem-
bly and disassembly time is equivalent to a ∆ decrease
in the tolerable wait. Using this finding we apply the
(Dreyfuss and Giat, 2016) algorithm to find a solution
to the battery swapping problem, i.e., how to allocate
spare batteries in the network, and make the following
contributions.

We estimate the battery allocation problem of the
Better Place corporation if it had succeeded going
widespread in Israel and derive the optimal solution
for different service criteria. This example provides
valuable insight into the critical importance of assess-
ing correctly the tolerable wait time and the signifi-
cant losses that the firm incurs if it neglects to do so.
Second, we estimate the savings attained by reducing
battery swapping time. Third, we show how customer
arrival rate creates two classes of battery exchange
stations and therefore managers should develop two
different policies with respect to their service time to
customers. Although the Better Place adventure has
ended with bankruptcy in 2013, the battery swapping
idea is either applied or considered by other compa-
nies (e.g. XJ Group Corporation in Qingdao, Tesla
in California and Gogoro in Taipei). The model pre-
sented in this paper, therefore, may yet be applied in
real-life large-scale situations.

2 LITERATURE REVIEW

Electric vehicles are considered an environmentally-
friendly alternative to internal combustion engine cars
and are projected to eventually replace these fuel-
burning cars (Dijk et al., 2013). Drivers, however,
are still wary of these vehicles and therefore, many
governments provide substantial tax incentives to en-
courage their widespread adoption. Notable examples
are West European countries, the United States, China
and Japan (Zhou et al., 2015). Despite these efforts,
many drivers are wary of purchasing these cars and
most governments adoption goals have not been met
(Coffman et al., 2016). The major customer concern
is the “range anxiety”, namely, the fact that batteries
have limited range and their recharging time is very
long compared to internal combustion engine cars.
An innovative idea to overcome these issues was in-
troduced by the US-based company Better Place who
proposed to separate the vehicle ownership from the
battery ownership. In lieu of owning the battery, car
owners will purchase battery services from a firm that
will establish a network of battery swapping stations.
Researcher are examining many aspects of this propo-
sition such as the station design, the battery removal

and installation times, the required number of spare
batteries and the network layout and managing the
loads on the power grid (Mak et al., 2013; Yang and
Sun, 2015; Sarker et al., 2015). We contribute to
this research by solving the spare battery allocation
problem and demonstrating a large-scale application
of this problem.

The assumption that customers will tolerate a cer-
tain wait is at the core of this paper, which lies at the
intersection of inventory and customer service mod-
els. While the concept of a tolerable wait is hardly
ever considered in inventory models, it is quite com-
mon in the service industry and is associate with
numerous terms such as “expectation” (Durrande-
Moreau, 1999), “reasonable duration” (Katz et al.,
1991), “maximal tolerable wait” (Smidts and Pruyn,
1999) and “wait acceptability” (Demoulin and Dje-
lassi, 2013). From a service-oriented approach, the
customer’s attitude to wait is mainly subjective and
has cognitive and affective aspects (Demoulin and
Djelassi, 2013). From a logistics point of view this
wait is more objective and usually stated in the service
contract. Indeed, researchers have observed that most
inventory models fail “to capture the time-based as-
pects of service agreements as they are actually writ-
ten” (Caggiano et al., 2009, p.744). Our paper fills
this void by incorporating the tolerable wait into the
optimization criterion.

Our battery swapping network may be modelled
as an exchangeable-item repair system (Avci et al.,
2014). These inventory systems have been investi-
gated by researchers in different contexts (Basten and
van Houtum, 2014). A common performance mea-
sure for such systems is the fill rate, which measures
the fraction of customers who are served upon ar-
rival (Shtub and Simon, 1994; Caggiano et al., 2007).
These papers, however, do not develop explicit for-
mulas for the window fill rate but use numerical tech-
niques. In contrast, (Berg and Posner, 1990) develop
a formula for the window fill rate in a single loca-
tion when item assembly and disassembly is zero, and
(Dreyfuss and Giat, 2016) find that the window fill
rate is generally S-shaped with number spares in the
location and exploit this property to develop an effi-
cient near-optimal algorithm for finding the optimal
spare allocation. We extend these papers by consid-
ering the case of positive assembly and disassembly
times.

3 THE MODEL

Customers arrive with a depleted battery to a battery
swapping network that comprises L stations. Upon ar-
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rival, the battery is removed and placed in a charging
dock and once it is fully recharged it is added to the
station’s stock. To reduce customer waiting time, the
network keeps a number of spare batteries, so that if
there is a spare battery available on stock it is installed
in the client’s vehicle in exchange of the depleted bat-
tery that she had brought. Customers are served ac-
cording to a first-come, first-serve policy and leave
the swapping station once their battery is replaced.

For each station l, l = 1, ...,L, we assume that cus-
tomer arrival rate follows an independent Poisson pro-
cess with parameter λl (see (Avci et al., 2014) for
a justification of this assumption). We assume that
there are ample charging docks in each station and
that charging time at each dock is i.i.d. The combina-
tion of these two assumptions is that once the battery
is removed from the vehicle, charging commences
immediately and that recharging times are indepen-
dent. Let Rl(t) denote the cumulative probability of a
battery to be recharged by time t and let rl denote the
mean recharging time. Battery removal and battery
installation times are t1 and t2, respectively. The bat-
tery swapping time, t1 + t2, is assumed to be no more
than the tolerable wait.

3.1 Single Station

Consider a random customer, Jane, that arrives at time
s to station l that was allocated b spares. The non-
stationary window fill rate, FNS

l (s, t,b) is the proba-
bility that Jane will exit the station by time s+ t. This
happens if and only if by date s+t−t2 Jane is at the
head of the queue and there is at least one charged bat-
tery available at the station’s stock. By “head of the
queue” we mean that all the customers who arrived
before Jane (“Pre-Jane customers”) have either exited
the station or are in the process of installing batteries
in their vehicles. We can ensure this by verifying a
supply and demand equation for recharged batteries.
On the supply side, we consider the initial number of
spare batteries in the station, b, plus all the batteries
whose recharging was completed during the time seg-
ment [0,s+t−t2]. On the demand side we consider the
number of Pre-Jane customer plus Jane herself. Let:

• N1 denote the number of batteries brought by Pre-
Jane customers who were recharged before s+t−
t2.

• N2 denote the number of batteries brought by Pre-
Jane customers who were recharged after s+t−t2.

• N3 denote the number of batteries brought by cus-
tomers who arrived after Jane (“Post-Jane cus-
tomers”) and were recharged before s+t−t2.

• Z denote a Binary variable that is equal to one if

Jane’s battery is recharged by s+t−t2 and zero
otherwise.

The probability that Jane will exit the station by
s+ t is the probability that the supply is greater than
the demand as follows

FNS
l (s, t,b) = Pr[Supply≥ Demand]

= Pr[b+N1+Z+N3 ≥ N1+N2+1]
= Pr[b+Z +N3 ≥ N2 +1] (1)

Since the battery brought by Jane begins recharg-
ing at s+t1, the probability for Z = 1 is the probability
that a battery completes recharging during the inter-
val [s+ t1,s+ t− t2], which is equal to Rl(t−t1−t2).
Therefore, we can condition on the value of Z and
rewrite (1) as

FNS
l (s, t,b) = Rl(t−t1−t2)Pr[b+1+N3 ≥ N2+1]

+
(
1−Rl(t−t1−t2)

)
Pr[b+N3 ≥ N2+1]

= Pr[N2−N3≤b−1]+Rl(t̂)Pr[N2−N3=b], (2)

where t̂ := t−t1−t2.
Our assumption that batteries arrive according to

a Poisson process and the ample server assumption
guarantee that N2 and N3 are independent Poisson ran-
dom variables that are also independent of Z. Recall,
N2 is the number of batteries who arrived between
[0,s] and were not repaired by s + t − t2. Of these
customers, consider a customer that arrives during
the time interval [u,u+ du] in [0,s]. Due to the con-
ditional uniform distribution property of the Poisson
process, the probability for this is du/s (Ross, 1981,
Chapter 3.5). This customer’s battery is removed
and begins to be recharged at u+ t1. The probabil-
ity that recharging is completed only after s+ t− t2 is
1−Rl

(
s+ t− t2− (u+ t1)

)
. Thus,

N2 ∼ Poisson
(

λls
s∫

u=0

(
1−Rl(s+t−t2−u−t1)

)du
s

)

∼ Poisson
(

λl

s+t̂∫

u=t̂

(
1−Rl(u)

)
du
)
. (3)

To derive the distribution of N3 we consider the
customers who arrived between [s,s + t− t2] and
whose batteries were recharged by s+ t−t2. Of these
customers, consider a customer that arrives during the
time interval [u,u+ du]. The probability for this is
du/(t−t2). This customer’s battery is removed and
begins to be recharged at u + t1. The probability
that recharging is completed by s+ t− t2 is, therefore
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Rl
(
s+ t− t2− (u+ t1)

)
. Thus,

N3∼ Poisson
(

λl(t−t2)

s+t−t2∫

u=s

Rl(s+t−t2−u−t1)
du

t−t2

∼ Poisson
(

λl

t̂∫

u=−t1

Rl(u)du = λl

t̂∫

u=0

Rl(u)du
)
. (4)

The stationary window fill rate is obtained by tak-
ing the limit of s in (3) to infinity, which results with
the following proposition:

Proposition 1. The stationary window fill rate for
station l with b spares is given by

Fl(t,b) = Pr[N ≤ b−1]+Rl(t̂)Pr[N = b] (5)

where N :=N2−N3 and where N3 is defined in (4) and

N2∼Poisson
(
λl

∞∫
u=t̂

(1−Rl(u))du
)
.

3.2 The Network

Let ~b = (b1, ...,bL) be a network battery allocation
and let λ := ∑λl denote the (total) arrival rate to the
network. The network’s window fill rate, F(t,~b), is
the weighted average of the local window fill rates.
Therefore, given a budget of B spare batteries, the bat-
tery allocation problem is:

max
~b≥0

F(t,~b) :=
L

∑
l=1

λl

λ
Fl(t,bl) s.t.

L

∑
l=1

bl = B. (6)

Since the window fill rate depends only on t̂ =
t− t1− t2 we can instead assume that the battery re-
moval and installment times are zero and use the ad-
justed tolerable wait, t̂, in lieu of the true tolerable
wait t. The implication of this observation is that
we can use the results of (Dreyfuss and Giat, 2016)
who assume zero swapping time. In the remainder
of this section, we apply the results of (Dreyfuss and
Giat, 2016) to our model with positive swapping time.
We state only the results that are necessary for under-
standing the battery allocation application.
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Figure 1: The window fill rate for an S-shaped station.

Result 1: The Shape of the Window Fill Rate

Fl(t,b) is strictly increasing in b. If t ≥ rl +t1+t2 then
Fl(t,b) is concave in b. Otherwise, Fl(t,b) is either
concave in b or initially convex and then concave (S-
shaped) in b. The tangent point decreases with t and
increases with t1 + t2.

Result 2: The Optimization Algorithm

By (6), the window fill rate is a separable sum of
either concave or S-shaped functions. For each S-
shaped station we define the tangent point, ml , as
the first integer such that

(
Fl(t,ml)−Fl(t,0)

)
/ml >

∆Fl(t,ml), where ∆Fl(t,b) is the first difference of
Fl(t,b) and is given by

∆Fl(t,b):=Fl(t,b+1)−Fl(t,b)

=
(
1−Rl(t)

)
Pr[N=b]+Rl(t)Pr[N=b+1]. (7)

For concave stations we set the tangent point to zero.
For each station, let Hl(t,b) denote the concave cov-
ering function of Fl(t,b) in the following manner:

Hl(t,b)=

{
Fl(t,0)+

Fl(t,ml)−Fl(t,0)
ml

b if 0≤b≤ml−1
Fl(t,b) if b≥ ml .

That is, for any b smaller than the tangent point, we
replace Fl(t,b) with the straight line connecting the
point

(
0,Fl(t,0)

)
and the point

(
ml ,Fl(t,ml)

)
. By

construction, for all b ≥ 0,Hl(t,b) is concave and
Hl(t,b) ≥ Fl(t,b). Finally, we define H(t,~b) as the
weighted sums of all the stations’ functions Hl(t,bl)
similarly to (6).

Since H(t,~b) is a separable sum of concave func-
tions we can use a greedy algorithm to maximize it.
This algorithm will choose the “best for the buck” sta-
tion and since Hl is initially linear, it will stay with
stay with this station until it has reached the station’s
tangent point. It then continues with the next best sta-
tion and so forth. Before switching to the next linear
slope it is possible that stations that have reached their
tangent will get additional spares (as long as their cur-
rent slope is steeper than the next best linear slope).
However, once a region begins receiving slopes in its
linear region, it will be the only one to receive spares
until it has reached its tangent point. Consequently,
the algorithms produces an allocation with properties
stated in the following result.

Result 3: The Optimal Allocation

~bH satisfies one of the following two cases:

1. For every l = 1 . . .L, either bH
l ≥ml or bH

l = 0 and
the optimal solution to (6),~bF =~bH .
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2. There exists a single station, denoted by l̂ such
that 0 < bH

l̂
< ml̂ . For every other station l 6= l̂,

either bH
l ≥ ml or bH

l = 0. In this case:

(a) The optimal value of F is bounded above by
H(t,~bH).

(b) The distance from optimum is bounded by
λl̂
λ
(
Hl̂(t,b

H
l̂
)−Fl̂(t,b

H
l̂
)
)
.

4 NUMERICAL APPLICATION

The US-based corporation Better Place was founded
in 2007 with the ambitious goal of a large-scale adop-
tion of fully electric cars. Since battery-related issues
are the greatest obstacle to achieving this goal, Better
Place developed a unique business model in which it
retained battery ownership. Customers were to pur-
chase the car absent the battery and Better Place was
to provide battery swapping and recharging services
and to assume all the battery-related risks (Dijk et al.,
2013).

Although Better Place has filed for bankruptcy in
2013, its business model is still considered a promis-
ing solution to solving the battery problem in the elec-
tric car industry (Avci et al., 2014). Most of the cars
produced for Better Place’s customers were sold in
Israel, in which Better Place even completed the con-
struction of fifty battery swapping stations before it
filed for bankruptcy. The following section is a hy-
pothetical full scale application of the Better Place
model in a country with geographical and demograph-
ical characteristics similar to Israel.

Each of the three largest gas companies in Israel
operate approximately two hundred fifty gas stations
and accordingly we assume that the battery service
firm (“the firm”) operates a network of two hundred
fifty battery swapping stations distributed through-
out the country, with a total arrival of approximately
14,000 customers per hour. The population density
in Israel is such that the center region is the densest,
followed by the northern region. The south of Israel,
which constitutes more than half of Israel’s land area,
is sparsely populated. Therefore, the number of sta-
tions per customer in the south is higher than the num-
ber of stations in the center, reflecting the large geo-
graphical size that must be serviced. To model the
differences between the different stations in Israel, as
well as differences between small neighborhood sta-
tions and busy major stations we assume that the ar-
rival rates to the stations are equally spaced between
6.4 and 106 customers per hour.

An empty battery can be recharged to 50% of ca-
pacity within twenty minutes (Bullis, 2013). Since

there are many factors that affect recharging time we
assume that the recharging time is distributed nor-
mally with mean forty minutes and standard devia-
tion ten minutes. Battery swapping time, i.e., the bat-
tery removal and battery installation, is considerably
shorter than recharging time and with state-of-the-art
design, battery swapping can be done in less than
two minutes (Mak et al., 2013). Each station is as-
sumed to have ample battery rechargers since recharg-
ing docks are relatively inexpensive. Since the elec-
tric vehicle cars are poised as an alternative to the
traditional gasoline-fueled cars, we assume that the
tolerable wait for refueling is similar for both cars.
Anecdotal evidence suggests that a ten minute wait
for battery swapping is tolerated by customers. Fi-
nally, we use a baseline budget of nine thousand spare
batteries.

To summarize, the baseline parameters of the ex-
ample are: L= 250 stations; N = 9000 spare batteries;
λl = 6+0.4 · l customers per hour, t1+ t2 = 2 minutes,
Rl ∼ Normal(40,102) minutes and the optimization
criterion is the window fill rate for a tolerable wait
t = 10 minutes(F10).

4.1 The Baseline Scenario

Figure 2 describes the near-optimal spare allocation
for the baseline case, ~bH , and Figure 3 displays the
window fill rate for the optimal allocation as a func-
tion of t, F(~bH , t). Recall, that the optimization algo-
rithm supplies spares to the station with the steepest
slope until it reaches its tangent point and only then
proceeds to the next station. The tangent line’s slope
and the tangent point are increasing with the arrival
rate and therefore the bigger the station index, the
greater the tangent point. The near-optimal alloca-
tion dictates that the 50 slowest-moving stations will
have no spares, whereas each of the busier stations
will receive at least its tangent point. Station 51 is the
exception; it has only two spares although its tangent
point is 19 (see case 1 of Result 3). This implies that
the solution F(~bH ,10) = 88.5% is a lower bound that
it not necessarily optimal. However, the distance be-
tween the bounds is a mere 0.02% (see notes to Table
1).

The low arrival rate stations are not given any
spares and consequently, their window fill rate is al-
most zero. To compensate customers for the longer
wait, the system’s managers could offer customers,
for example, discounted meals or drinks. Behavioral
research about customer waiting experience may be
used to incentivize customers to agree to longer than
usual waiting times (Maister, 1985).
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Figure 2: The spare battery allocation for the baseline case.
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Figure 3: The window fill rate as a function of t for the
baseline optimal allocation.

4.2 The Effect of the Tolerable Wait

Table 1 details performance statistics for the baseline
criterion, F10, and three other optimization criteria;
the window fill rate for tolerable waits of two (F2),
five (F5) and fifteen (F15) minutes. For the perfor-
mance statistics, we use the same measures that we
use for the optimality criteria, i.e., the window fill
rates for two, five, ten and fifteen minutes. We see that
different criteria lead to significantly different optimal
values of the objective function. As is discussed be-
low, the near-optimal spare allocations also differ dra-
matically. These observations stress the importance
of defining the criterion for optimality correctly. For
example, if the firm optimizes F2 instead of the “cor-
rect” criterion F10, then the percentage of satisfied
customers (i.e., customers who were serviced within
ten minutes) decreases from 88.5% to 77.5%. Simi-
larly, if the firm errs to the other side and optimizes
F15 then the percent of satisfied customers decreases
from 88.5% to 84.9%.

Figure 4 compares the near-optimal allocations
for three different criteria, F2, F10 and F15. When
t = 15, the tangent points are appreciably less than
the baseline case and therefore the 9000 batteries are
enough to supply all the stations with their tangent
points. At this point, all the stations are in their con-

Table 1: The network’s performance for different optimiza-
tion criteria.

Performance Statistic
F2 F5 F10 F15

C
ri

te
ri

on F2 73.5%1 76.5% 77.5% 77.6%
F5 70.6% 78.6%2 82.8% 83.2%
F10 49.8% 68.5% 88.5%3 93.5%
F15 35.0% 54.2% 84.9% 97.9%4

Notes:
1 Lower bound displayed. The distance between bounds is 0.12%.
2 Lower bound displayed. The distance between bounds is 0.05%.
3 Lower bound displayed. The distance between bounds is 0.02%.
4 Optimal value displayed.

cave region and the residual batteries are distributed
among all the stations. Conversely, when t = 2 the
tangent points are higher than in the baseline case.
Now, the busy stations will demand more batteries to
reach their tangent point and so the budget is depleted
after allocating spares to fewer stations compared to
the baseline case.
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Figure 4: The spare battery allocation for different opti-
mization criteria.

4.3 The Budget Effect

Figure 5 describes the near-optimal spare allocation
for the baseline case and for spare budgets of 7000
and 11000 batteries. In the baseline scenario, the
number of spare batteries in the network is 9000. If
we increase the budget then the lower-rate stations
will receive batteries one by one according to their
tangent point. Eventually, all the stations will reach
their tangent point. Now, any additional batteries will
be distributed among all the stations instead of given
to only particular stations. In contrast, if the budget
is decreased then some slowest-moving stations will
forfeit all their batteries. The busiest stations, how-
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ever, will lose at most the few (if any) batteries they
received beyond their tangent point.
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Figure 5: The window fill rate and spare battery allocation
for different values of B.

4.4 The Swapping Time Effect

A corollary of Proposition 1 is that a +∆ change to the
swapping time, t1+t2 is equivalent to a −∆ change to
the tolerable wait, t. Figure 6 shows how the near-
optimal allocation changes with the swapping time.
As the swapping time increases, the tangent points in-
crease too and therefore the busiest stations require
more spares. As a consequence, more and more slow-
moving stations will remain with zero spares.
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Figure 6: The spare battery allocation for different battery
swapping times.

Thus far, we assume that the budget of spares is
fixed. Consider, now the dual problem of (6).

min
~b≥0

L

∑
l=1

bl s.t. F(t,~b)≥ α. (8)

where α is the network’s required performance.
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Figure 7: The spares budget for different performance target
levels.

We may easily solve (8) using the optimization al-
gorithm. The allocation of spares is done in an identi-
cal manner, but now the stopping condition is that we
have reached the required level of service. Figure 7
displays the budget required to reach a 90%, 95% and
99% window fill rates for different swapping times.
The slope of the graph reveals the savings obtained
by reducing swapping time. For the performance lev-
els of 90%, 95% and 99% the graph is almost linear
and a minute reduction in the swapping time saves
the network approximately 252, 266 and 280 batter-
ies, respectively.

4.5 Optimizing Total Inventory Costs

The problems (6) and (8) assume that either the bud-
get or the service level is predetermined. We now
consider the problem of minimizing the total inven-
tory costs. Let cB denote the cost of a battery and let
cp denote the penalty cost each time a customer is not
served within the tolerable wait. Since batteries have
a limited lifetime, T , the planning horizon is T and
the total number of customers arriving into the net-
work during the planning horizon is λT where, recall,
λ = ∑λl . The problem is given by

min
~b≥0

TC(~b) := cb

L

∑
l=1

bl + cpλT
(
1−F(t,~b)

)
. (9)

We can easily adjust the optimization algorithm to
find the optimal solution to (9). Each time we con-
sider adding a battery we measure its contribution to
the window fill rate, δ. As long as δcpλT ≥ cb we
increase the number of batteries in the network.
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Batteries for family sized electric vehicles range
between 20kWH and 80kWH with current prices
reaching as low as US$200 per-kWh (Sarker et al.,
2015). We therefore examine battery prices of up to
US$25,000. We conservatively estimate battery life
to be four years, and since we assume 12 daily hours
of operation T = 17520 hours (Arcus, 2016). Finally,
the arrival rate to the network is the sum of the arrivals
to all the stations, λ = 14,050 per hour.

6

-

3000

6000

9000

12000

5000 10000 15000 20000 25000

Sp
ar

e
B

at
te

ry
B

ud
ge

t

B

cb
(US$)

Battery Price

c
p
=

$1

..........

........

.........

........

..........

.................

........

............

....................

.........

................

..........

.........

......................

.........

...........

............
........
.........
..........
..........
........
........
........
........
..........
...........
.........
.....................
.........
.................
........
...............................
.........
..........................
..........
..............
.............
...........
...............
............

......................
......................

............
...........

.............................................................................................................................................................................................................................................................................................................................................................................................................................
..........

c
p
=

$0.5

.........

........

........

........

........

.........

........

.........

.........

.........

.............

.......

.........

........

........

........

...........

..........

.........

.........

........

........

........

........

........

........

........

........

...........

...........

..................
........
................
.........
.........
........
.............
...........
...........
................
..........
..........
..................

.........
..........

.............
..............

..................................................................................................................................................................................
..........

..........
..........
..........

c
p
=

$0.2

.........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

........

.........

.........

.......

........

........

........

........

..........

..........
..........
.........
............
.........
..........

.................................................................
..........

..........
..........
..........
.........
........
....

Figure 8: Spares Budget for different penalty costs and bat-
tery price.

In Figure 8 we depict the near-optimal spares bud-
get depending on battery prices for different penalty
costs. Interestingly, the budget may be very sensi-
tive or very insensitive to battery prices. For exam-
ple, when the penalty is $1, then in the battery price
range of $3261 and $21378 then budget size will only
change between 11000 and 9000 batteries. In stark
contrast, if the price increases from $21378 to only
$25321, then the optimal budget will decrease from
9000 to 0 batteries.

5 CONCLUSIONS

In this paper, we suggest a model to solve the spare
battery allocation problem. Since customers will tol-
erate a certain wait when they enter the station we
claim that to minimize its penalty costs the network
should maximize the fraction of customers who are
served within the tolerable wait, the window fill rate.

We show that the relationship between the win-
dow fill rate when item removal and installment times
are positive to the window fill rate with zero removal
and installment times. Using this relationship, we
build on (Dreyfuss and Giat, 2016) to solve our prob-

lem. To illustrate the application of the model we es-
timate a hypothetical application of a full-scale bat-
tery swapping network in Israel, similar to the net-
work envisioned by the Better Place corporation. Our
numerical analysis of the problem reveals interesting
findings such as the value of better battery swapping
design, the creation of different classes of stations and
the critical importance of estimating the tolerable wait
correctly.

The model assumes that battery swapping time is
deterministic and that the customer arrival rate is con-
stant over time. While the first assumption is reason-
able, the second assumption is clearly unrealistic. We
leave addressing these issues to future research.
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Abstract: Many markets are characterized by pricing competition. Typically, competitors are involved that adjust their
prices in response to other competitors with different frequencies. We analyze stochastic dynamic pricing
models under competition for the sale of durable goods. Given a competitor’s pricing strategy, we show how
to derive optimal response strategies that take the anticipated competitor’s price adjustments into account. We
study resulting price cycles and the associated expected long-term profits. We show that reaction frequencies
have a major impact on a strategy’s performance. In order not to act predictable our model also allows to
include randomized reaction times. Additionally, we study to which extent optimal response strategies of
active competitors are affected by additional passive competitors that use constant prices. It turns out that
optimized feedback strategies effectively avoid a decline in price. They help to gain profits, especially, when
aggressive competitors are involved.

1 INTRODUCTION

In many markets, firms have to deal with competition
and stochastic demand. Sellers are required to choose
appropriate pricing decisions to maximize their ex-
pected profits. In E-commerce, it has become easy to
observe and to change prices. Hence, dynamic pric-
ing strategies that take the competitors’ strategies into
account will be used increasingly. However, optimal
price reactions are not easy to find. While some mar-
ket participants use mostly constant prices others use
automated price adjustment strategies. Applications
can be found in a variety of contexts that involve per-
ishable (e.g., fashion goods, seasonal products, event
tickets) as well as durable goods (e.g., books, natu-
ral resources, gasoline). In many markets, it can be
observed, that the application of response strategies
typically leads to cyclic price patterns over time, cf.
Edgeworth cycles, see, e.g., Maskin, Tirole (1988),
Noel (2007). We want to explain such effects from a
theoretical perspective.

In this paper, we study oligopoly pricing models
in a stochastic dynamic framework. In our model, the
sales probabilities are allowed to be an arbitrary func-
tion of time and the competitors’ prices. Our aim is to
take into account (i) various competitors’ strategies,
(ii) different (randomized) reaction times, and (iii) ad-
ditional passive competitors that use constant prices.

Selling products is a classical application of rev-
enue management theory. The problem is closely
related to the field of dynamic pricing, which is
summarized in the books by Talluri, van Ryzin
(2004), Phillips (2005), and Yeoman, McMahon-
Beattie (2011). The survey by Chen, Chen (2015)
provides an excellent overview of recent pricing mod-
els under competition.

In the article by Gallego, Wang (2014) the authors
consider a continuous time multi-product oligopoly
for differentiated perishable goods. They use op-
timality conditions to reduce the multi-dimensional
dynamic pricing problem to a one-dimensional one.
Gallego, Hu (2014) analyze structural properties of
equilibrium strategies in more general oligopoly mod-
els for the sale of perishable products. The solution
of their model is based on a deterministic version of
the model. Martinez-de-Albeniz, Talluri (2011) con-
sider duopoly and oligopoly pricing models for iden-
tical products. They use a general stochastic counting
process to model customer’s demand.

Further related models are studied by Yang, Xia
(2013) and Wu, Wu (2015). Dynamic pricing mod-
els under competition that also include strategic cus-
tomers are analyzed by Levin et al. (2009) and Liu,
Zhang (2013). Dynamic pricing competition mod-
els with limited demand information are analyzed by
Tsai, Hung (2009), Adida, Perakis (2010) and Chung
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et al. (2012) using robust optimization and learning
approaches. Many models consider continuous time
models with finite horizon and limited inventory. In
most existing models, discounting is not included and
the demand is assumed to be of a special functional
form. We consider infinite horizon models with un-
limited inventory (i.e., products can be reproduced or
reordered). Demand is allowed to depend generally
on time as well as the prices of all market participants.

While many publications concentrate on (the ex-
istence of) equilibrium strategies, we do not assume
that all market participants act rationally. In many
markets it can be observed that automated strategies
that are used by firms are relatively simple and aggres-
sive. The most common strategy is to slightly under-
cut the competitor’s price, cf. Kephart et al. (2000).
In order to be able to respond to various potentially
suboptimal pricing strategies we provide applicable
solution algorithms that allow to compute optimal re-
sponse strategies.

The main contribution of this paper is threefold.
We (i) derive optimal price response strategies that
anticipate competitors’ prices, (ii) we quantify the im-
pact of different (randomized) reaction times on ex-
pected long-term profits of all market participants,
and (iii) we are able to explain different types of price
cycles.

This paper is organized as follows. In Section 2,
we describe the stochastic dynamic oligopoly model
with infinite time horizon (durable goods). We allow
sales probabilities to depend on competitor prices as
well as on time (seasonal effects). The state space
is characterized by time and the actual competitors’
prices. The stochastic dynamic control problem is ex-
pressed in discrete time. In Section 3, we consider
a duopoly competition. The competitor is assumed
to frequently adjust its prices using a predetermined
strategy. We assume that the price reactions of com-
petitors as well as their reaction times can be antic-
ipated. We set up a firm’s Hamilton-Jacobi-Bellman
equation and use recursive methods (value iteration)
to approximate the value function. We are able to
compute optimal feedback prices as well as expected
long-term profits of the two competing firms. Evalu-
ating price paths over time, we are able to explain spe-
cific price cycles. Furthermore, the results obtained
are generalized to scenarios with randomized reaction
times and mixed strategies.

In Section 4, we analyze optimal response strate-
gies in the presence of active and passive competi-
tors. We study how the duopoly game of two active
competitors is affected by additional passive competi-
tors. We show how to compute optimal pricing strate-
gies and to evaluate expected profits. We also illus-

trate how the cyclic price paths of the active competi-
tors are affected by different price levels of passive
competitors. Finally, we evaluate the expected prof-
its when different strategies are played against each
other. Conclusions and managerial recommendations
are offered in final Section 5.

2 MODEL DESCRIPTION

We consider the situation where a firm wants to sell
goods (e.g., gasoline, groceries, technical devices) on
a digital market platform (e.g., Amazon, eBay). We
assume that several sellers compete for the same mar-
ket, i.e., customers are able to compare prices of dif-
ferent competitors.

We assume that the time horizon is infinite. We
assume that firms are able to reproduce or reorder
products (promise to deliver), and the ordering is de-
coupled from pricing decisions. If a sale takes place,
shipping costs c have to be paid, c≥ 0. A sale of one
item at price a, a ≥ 0, leads to a net profit of a− c.
Discounting is also included in the model. For the
length of one period, we will use the discount factor
δ, 0 < δ < 1.

Since in many practical applications prices cannot
be continuously adjusted, we consider a discrete time
model. The sales intensity of our product is denoted
by λ. Due to customer choice, the sales intensity will
particularly depend on our offer price a and the com-
petitors’ prices. We also allow the sales intensity to
depend on time, e.g., the time of the day or the week.
We assume that the time dependence is periodic and
has an integer cycle length of J periods. In our model,
the sales intensity λ is a general function of time, our
offer price a and the competitors’ prices ~p. Given the
prices a and ~p in period t, the jump intensity λ satis-
fies, t = 0,1,2, ..., a≥ 0, ~p≥~0,

λt(a,~p) = λt mod J(a,~p). (1)

In our discrete time model, we assume the sales
probabilities (for one period) to be Poisson dis-
tributed. I.e., the probability to sell exactly i items
within one period of time is given by, t = 0,1,2, ...,
a≥ 0, ~p≥~0, i = 0,1,2, ...,

Pt(i,a,~p) =
λt(a,~p)

i

i!
· e−λt (a,~p). (2)

For each period t, a price a has to be chosen. We
call strategies (at)t admissible if they belong to the
class of Markovian feedback policies; i.e., pricing de-
cisions at ≥ 0 may depend on time t and the current
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prices of the competitors. By A we denote the set of
admissible prices. A list of variables and parameters
is given in the Appendix, cf. 3.

By Xt we denote the random number of sales in
period t. Depending on the chosen pricing strategy
(at)t , the random accumulated profit from time/period
t on (discounted on time t) amounts to, t = 0,1,2, ...,

Gt :=
∞

∑
s=t

δs−t · (as− c) ·Xs. (3)

The objective is to determine a non-anticipating
(Markovian) pricing policy that maximizes the ex-
pected total profit E(G0).

In the following sections, we will solve dynamic
pricing problems that are related to (1) - (3). In the
next section, we study a duopoly situation. We as-
sume that the competitor frequently adjusts his/her
prices and show how to derive optimal response
strategies. We analyze the impact of different reac-
tion times as well as randomized reaction times. We
also consider the case in which the competitor plays
mixed strategies. In Section 4, we compute pricing
strategies for oligopoly scenarios with active and pas-
sive competitors.

3 OPTIMAL REACTION
STRATEGIES IN A DUOPOLY

3.1 Fixed Reaction Times

In some applications, sellers are able to anticipate
transitions of the market situation. Such information
can be used to optimize expected profits. In particu-
lar, the price responses of competitors as well as their
reaction time can be taken into account. In this case, a
change of the market situation ~p can take place within
a period. A typical scenario is that a competitor ad-
justs its price in response to our price with a certain
delay. In this section, we assume that the pricing strat-
egy and the reaction time of the competitor is known;
i.e., we assume that choosing a price a at time t is fol-
lowed by a state transition (e.g., a competitor’s price
reaction) and the current market situation ~p changes
to a subsequent state described by a transition func-
tion F , which can depend on ~p and a.

In the following, we want to derive optimal price
response strategies to a given competitor’s strategy.
For simplicity, we consider the sale of one type of
product in a duopoly situation. We assume that the
state of the system (the market situation) is one-
dimensional and simply characterized by the competi-
tor’s price p, i.e., we let ~p := p.

In real-life applications, a firm is not able to ad-
just its prices immediately after the price reaction of
the competing firm. Hence, we assume that in each
period the price reaction of the competing firm takes
place with a delay of h periods, h < 1. I.e., after an
interval of size h the competitor adjusts its price from
p to F(a), see Figure 1.
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Figure 1: Sequence of price reactions in case of a duopoly.

Thus in period t, the probability to sell ex-
actly i items during the first interval of size h
is P(h)

t (i,a, p) := Pois(h ·λt(a, p)), while for the
rest of the period the sales probability changes to
P(1−h)

t (i,a,F(a)) = Pois((1−h) ·λt (a,F(a))).
We will use value iteration to approximate the

value function, which represents the present value
of future profits. For a given ”large” number T ,
T � J, we let VT (p) = 0 for all p, and compute,
t = 0,1,2, ...,T −1, 0 < h < 1, p ∈ A,

Vt(p) = max
a∈A

{
∑

i1≥0
P(h)

t (i1,a, p)

· ∑
i2≥0

P(1−h)
t+h (i2,a,F(a))

·
(
(a− c) · (i1 + i2)+δ ·Vt+1 (F(a))

)}
. (4)

The associated pricing strategy a∗t (p), t =
0,1,2, ...,J− 1, p ∈ A, is determined by the argmax
of

a∗t (p) = argmax
a∈A

{
∑

i1≥0
P(h)

t (i1,a, p)

· ∑
i2≥0

P(1−h)
t+h (i2,a,F(a))

·
(
(a− c) · (i1 + i2)+δ ·Vt+1 (F(a))

)}
. (5)

In case a∗t (p) is not unique, we choose the largest
one.

Remark 3.1. Our recursive solution approach also
allows to solve problems with perishable products and
finite horizons T . Equations (4)-(5) just have to be
evaluated for all t = 0,1,2, ...,T −1.
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To illustrate our approach we will consider a nu-
merical example for durable goods. We assume
that the competitor applies one of the most common
strategies: the competitor undercuts our current price
by ε down to a certain minimum (e.g., the shipping
costs c). The sales dynamics of the following example
above are based on a large data set from the Amazon
market for used books, see Schlosser et al. (2016).

Definition 3.1. We define the sales probabil-
ities P(h)

t (i,a, p) := Pois
(

h · e~x(a,p)′~β/(1+ e~x(a,p)
′~β)
)

,
using linear combinations of the following five regres-
sors~x =~x(a, p) given coefficients~β = (β1, ...,β5):

(i) constant / intercept

x1(a, p) = 1

(ii) rank of price a compared to price p

x2(a, p) = 1+
(
1{p<a}+1{p≤a}

)
/2

(iii) price gap between price a and price p

x3(a, p) = a− p

(iv) total number of competitors

x4(a, p) = 1

(v) average price level

x5(a, p) = (a+ p)/2

Example 3.1. We assume a duopoly. Let c = 3,
δ = 0.99, 0 ≤ h ≤ 1, and let F(a) := max(a− ε,c),
ε=1, a ∈ A := {1,2, ...,100}. For the computation
of the value function, we let T := 1000. We assume
the sales probabilities P(h)

t (·,a, p), see Definition 3.1,
where~β = (−3.89,−0.56,−0.01,0.07,−0.02).

Figure 2a and Figure 3a show optimal response
strategies for different reaction times h=0.1 and
h=0.9. The case h = 0.1 illustrates a fast reaction time
of the competitor; h = 0.9 represents a slow reaction
of the competitor. If h = 0.5 both competing firms re-
act equally fast. In all three cases the optimal response
strategy are of similar shape. If the competitor’s price
is either very low or very large, it is optimal to set the
price to a certain moderate level. If the competitor’s
price is somewhere in between (intermediate range),
it is best to undercut that price by one price unit ε. If
h is larger, the upper price level is increasing and the
intermediate range is bigger.

The application of optimal response strategies
leads to cyclic price patterns over time, cf. Edgeworth
cycles, see, e.g., Maskin, Tirole (1988), Kephart et al.
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(a) Optimal response policy.
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(b) Evaluated price paths over time.
Figure 2: Optimal response policy and price paths for Ex-
ample 3.1 with h = 0.1.

(2000), or Noel (2007). The resulting price paths are
shown in Figure 2b and Figure 3b. If the reaction time
of the competitor is longer, we observe that the cycle
length and the amplitude of the price patterns are in-
creasing. Note, roughly h ·100% of the time our firm
is offering the lowest price; i.e., the parameter h can
also be used to model situations in which one firm is
able to adjust its prices more often than another firm.

In addition, we are able to analyze the impact
of the reaction time on expected long-term profits
of our firm as well as the competitor. We assume
that the competitor faces the same sales probabilities
and shipping costs as we do. The competitor’s ex-
pected profits can be recursively evaluated by, cf. (4),
t = 0,1,2, ...,T −1, 0 < h < 1, a ∈ A, V (c)

T+h(a) = 0,

V (c)
t+h(a) = ∑

i2≥0
P(1−h)

t+h (i2,F(a),a)

· ∑
i1≥0

P(h)
t+1

(
i1,F(a),a∗t+1 mod J(F(a))

)

·
(
(F(a)− c) · (i1 + i2)+δ ·V (c)

t+h+1

(
a∗t+1 mod J (F(a))

))
.

(6)
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(b) Evaluated price paths over time.
Figure 3: Optimal response policy and price paths for Ex-
ample 3.1 with h = 0.9.

Due to the cyclic price paths, the expected future
profits V0(p) and V (c)

h (a) are (almost) independent of
the initial states/prices. Figure 4 depicts V as well
as the competitor’s expected profits V (c) as a function
of h. We observe that the expected profit V is lin-
ear increasing in the competitor’s reaction time; the
competitor’s profit V (c) is decreasing in h. Note, the
impact of h is substantial. The disadvantage of the
player that stops the undercutting phase can already
be compensated if our reaction time is smaller than
0.46, i.e., if h exceeds the value 0.54.

3.2 Randomized Reaction Times

Due to the significant impact of reaction times, firms
will try to minimize their reaction times by anticipat-
ing their competitor’s time of adjustment. In order not
to act predictable, firms will randomize their reaction
times. Moreover, firms will try to gain advantage by
updating their prices more frequently.

In case the reaction time is not deterministic, the
model can be adjusted. If the distribution of the re-
action time of competitors is known, the Hamilton-
Jacobi-Bellman (HJB) equation, cf. (4), can be mod-

0.0 0.2 0.4 0.6 0.8 1.0
h

5
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15
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V V

(c)

Figure 4: Expected profit for different reaction times of the
competitor; Example 3.1.

ified. The different reaction scenarios just have to be
considered with the corresponding probability. Note,
the reaction times of different competitors can be ob-
served in the long run.

Strategic firms will try to optimally time their
price adjustments. In order not to act predictable,
firms might use randomized strategies. In the fol-
lowing, we consider such a scenario. We assume
that each firm adjusts its price with a certain intensity
(e.g., on average once a period of size 1). We model
that approach as follows: we assume that at each point
in time d, d = t +∆, t + 2∆, ..., t + 1, 0 < ∆� 1, our
firm adjusts its price with probability q, 0 < q� 1;
i.e., on average we adjust our price q/∆ times a pe-
riod of size 1. Similarly, the competitor adjusts its
price with probability q(c), 0 < q(c)� 1.

The competitor applies a certain strategy F(a). By
a− we denote our current price at time d, the be-
ginning of the sub-period (d,d + ∆). With proba-
bility q(c), the competitor adjusts its price from p to
F(a−). With probability q, we adjust the price a− to
price a. Since q and q(c) are assumed to be ”small”
we do not consider the case in which both firms ad-
just their prices at the same time. The related value
function is given by, a−, p ∈ A, t = 0,∆,2∆, ...,T −∆,
ṼT (a−, p) = 0,

Ṽt(a−, p) = (1−q−q(c))

·∑
i≥0

P(∆)
t (i,a−, p) ·

(
(a−− c) · i+δ∆ ·Ṽt+∆(a

−, p)
)

+q(c) ·∑
i≥0

P(∆)
t (i,a−,F(a−))

·
(
(a−− c) · i+δ∆ ·Ṽt+∆(a

−,F(a−))
)

+q ·max
a∈A

{
∑
i≥0

P(∆)
t (i,a, p)

·
(
(a− c) · i+δ∆ ·Ṽt+∆ (a, p)

)}
. (7)
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The optimal price ã∗t (a
−, p), t = 0,∆,2∆, ...,J−∆,

is determined by the arg max of (7). The competitor’s
expected profit corresponds to, t = 0,∆,2∆, ...,T −∆,
Ṽ (c)

T (a−, p) = 0,

Ṽ (c)
t (a−, p) = (1−q−q(c))

·∑
i≥0

P(∆)
t (i, p,a−) ·

(
(p− c) · i+δ∆ ·Ṽ (c)

t+∆(a
−, p)

)

+q(c) ·∑
i≥0

P(∆)
t (i,F(a−),a−)

·
(
(F(a−)− c) · i+δ∆ ·Ṽ (c)

t+∆(a
−,F(a−))

)

+q ·∑
i≥0

P(∆)
t
(
i, p, ã∗t mod J(a

−, p)
)

·
(
(p− c) · i+δ∆ ·Ṽ (c)

t+∆
(
ã∗t mod J(a

−, p), p
))

. (8)

Example 3.2. We assume the duopoly setting of
Example 3.1. We let c = 3, F(a) := max(a− ε,c),
ε = 1, a ∈ A := {1,2, ...,100}, δ=0.99, ∆=0.1. We use
T := 1000. We consider different reaction probabili-
ties q and q(c).

1 contains the expected profits (Ṽ , Ṽ (c)) of the
two competing firms for different reaction probabili-
ties. We observe that Ṽ is increasing in q and decreas-
ing in q(c). For Ṽ (c) it is the other way around. It turns
out, that the ratio q/q(c) of the adjustment frequencies
is a critical quantity.

Table 1: Expected profits Ṽ and Ṽ (c) for different reaction
probabilities q, q(c) = 0.05,0.1,0.2, δ = 0.99, ∆ = 0.1; Ex-
ample 3.2.

q(c)\q 0.05 0.1 0.2
0.05 (16.53, 17.07) (16.80, 16.81) (17.01, 16.62)
0.1 (16.26, 17.36) (16.48, 17.09) (16.75, 16.84)
0.2 (16.03, 17.59) (16.22, 17.37) (16.48, 17.12)

The overall adjustment frequency plays a minor
role as long as the ratio q/q(c) is the same. Hence, the
expected profits of both firms can be approximated by
the profits from the model with deterministic reaction
time, cf. Section 3.1, where h = q/q(c), i.e., the per-
centage of time our firm has the most recent price.

Figure 5b illustrates the (simulated) price paths
for the parameter setting of Example 3.2. Figure
5a shows the deterministic case of Example 3.1 for
h = 0.5. We observe that overall the price patterns
have similar characteristics. However, in the random-
ized case, the timing of the price reactions is not pre-
dictable. While in the deterministic h = 0.5 case (cf.
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(a) Deterministic reaction times h = 0.5, Example 3.1.
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(b) Randomized reaction times for ∆ = 0.1, q = q(c) = 0.1;
Example 3.2.

Figure 5: Evaluated price paths over time.

Section 3.1) we have Ṽ = 16.44 and Ṽ (c) = 17.13, in
the randomized case (∆ = 0.1, q = q(c) = 0.1) the ex-
pected profits are Ṽ = 16.48 and Ṽ (c) = 17.09. I.e.,
in both models the advantage of the aggressive player
is basically the same; in the model with randomized
reaction times the advantage is slightly smaller.

3.3 Mixed Competitors’ Strategies

Our results show that if the competitor’s strategy is
known, suitable response strategies can be computed.
Hence, firms might try to randomize their strategies.
In this section, we will analyze scenarios in which
competitors play a mixed pricing strategy.

We assume that the competitor plays strategy
Fk(a), a ∈ A, with probability πk, 1 ≤ k ≤ K < ∞,
∑k πk = 1.

We assume deterministic reaction times. We ad-
just our model, cf. Section 3.1, by using a weighted
sum of the potential price reactions. The Hamilton-
Jacobi-Bellman (HJB) equation can be written as,
t = 0,1,2, ...,T −1, 0 < h < 1, p ∈ A,
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Vt(p) = max
a∈A

{
∑

i1≥0
P(h)

t (i1,a, p)

·∑
k

πk · ∑
i2≥0

P(1−h)
t+h (i2,a,Fk(a))

·
(
(a− c) · (i1 + i2)+δ ·Vt+1 (Fk(a))

)}
, (9)

where VT (p) = 0 for all p. The associated pric-
ing strategy a∗t (p), t = 0,1,2, ...,J − 1, 0 < h < 1,
p∈ A, is determined by the argmax of (9). The result-
ing competitor’s expected profits can be computed by
(starting from, e.g., V (c)

T+h(a) = 0), t = 0,1,2, ...,T−1,
0 < h < 1, a ∈ A,

V (c)
t+h(a) = ∑

j
πk· ∑

i2≥0
P(1−h)

t+h (i2,Fk(a),a)

· ∑
i1≥0

P(h)
t+1

(
i1,Fk(a),a∗t+1 mod J(Fk(a))

)

·
(
(Fk(a)− c) · (i1 + i2)+δ ·Ṽ (c)

t+h+1

(
a∗t+1 mod J (Fk(a))

))
.

(10)

The models described above allow computing
suitable pricing strategies in various competitive mar-
kets. As long as the number of competing firms is
small, the value function and the optimal prices can be
computed. Note, due to the coupled state transitions
in general the value function has to be computed for
all states in advance. When the number of competitors
is large this can cause serious problems since the state
space can grow exponentially (curse of dimensional-
ity). Hence, the approach is suitable, if the number of
competitors is small and their strategies are known.
If the number of competitors is large and the firm’s
strategies are unknown, we recommend using simple
but robust strategies, see Schlosser et al. (2016).

4 COMPETITION WITH ACTIVE
AND PASSIVE SELLERS

If the pricing strategies and the reaction times of dif-
ferent competitors are known the model can be ex-
tended to an oligopoly setting. For each additional
competitor the state space of the model has to be ex-
tended by one dimension. Note, only active competi-
tors that frequently adjust their prices should be taken
into account. Inactive customers will be treated as ex-
ternal fixed effects.

In the following, we assume one active competi-
tor and Z passive competitors. The prices of the pas-
sive competitors are denoted by~z=(z1, ...,zZ), z j ≥ 0,
j = 1, ...,Z, and assumed to be constant over time.
The active competitor plays a (non-randomized) strat-
egy F(a) that refers to our price a (not the passive
one). The Hamilton-Jacobi-Bellman (HJB) equation
can be written as, t = 0,1,2, ...,T − 1, 0 < h < 1,
p≥ 0, VT (p,~z) = 0 for all p,~z,

Vt(p,~z) = max
a∈A

{
∑

i1≥0
P(h)

t (i1,a, p,~z)

· ∑
i2≥0

P(1−h)
t+h (i2,a,F(a),~z)

·
(
(a− c) · (i1 + i2)+δ ·Vt+1 (F(a),~z)

)}
. (11)

The associated pricing strategy amounts to, t =
0,1,2, ...,J−1, 0 < h < 1, p ∈ A,

a∗t (p,~z) = argmax
a∈A

{
∑

i1≥0
P(h)

t (i1,a, p,~z)

· ∑
i2≥0

P(1−h)
t+h (i2,a,F(a),~z)

·
(
(a− c) · (i1 + i2)+δ ·Vt+1 (F(a),~z)

)}
. (12)

The competitor’s profits can be computed by
(starting from, e.g., VT+h(a,~z) = 0 for all a,~z), t =
0,1,2, ...,T −1, 0 < h < 1, a≥ 0,

V (c)
t+h(a,~z) = ∑

i2≥0
P(1−h)

t+h (i2,F(a),a,~z)

· ∑
i1≥0

P(h)
t+1

(
i1,F(a),a∗t+1 mod J(F(a),~z),~z

)

·
(
(F(a)− c) · (i1 + i2)+δ ·V (c)

t+h+1

(
a∗t+1 mod J (F(a),~z) ,~z

))
.

(13)

Note, the value function does not need to be com-
puted for all price combinations of passive competi-
tors in advance. The value function and the associated
pricing policy can be computed separately for specific
market situations (e.g., just when they occur).

In the following, we consider an example with ac-
tive and passive competitors.

Example 4.1. We assume the duopoly setting of
Example 3.1. We let F(a) :=max(a−ε,c), ε= 1, c=
3, h = 0.5, a ∈ A := {1,2, ...,100}, δ = 0.99, and T =
1000. Furthermore, we consider an additional passive
competitor with the constant price z, z = 15,20,25.

Optimal Price Reaction Strategies in the Presence of Active and Passive Competitors

53



0 20 40 60 80
p

10

20

30

40

50

60

a*(p,z)

p=F(a)

z=15

(a) Optimal response strategy.

0 5 10 15 20
t

10

20

30

40

50

60
at

pt

z=15

(b) Evaluated price paths over time.
Figure 6: Optimal response strategy and evaluated price
paths for Example 4.1; h = 0.5, z = 15.

The results of the three cases z = 15, z = 20, and
z = 25 are illustrated in Figure 6, 7 and 8. We observe
three different characteristics. If the passive competi-
tor’s price is low (z = 15) the cyclic price battle be-
tween our firm and the aggressive firm takes place at a
higher price level, see Figure 6b. The response strate-
gies of the three firms are displayed in Figure 6a.

If the price of passive firm is sufficiently high
(z = 20), then the cyclic price paths of the two active
firms take place below that level. If the constant price
is ”moderate” (z = 20), then a mixture of the charac-
teristics shown in Figure 6 and 7 is optimal. We also
observe that it is not advisable to place price offers
that slightly exceed competitors’ prices, cf. Figure 8.

At the end of this section, we want to generally
evaluate the outcome when different (time homoge-
neous) strategies are played against each other. We
assume time homogeneous demand and h = 0.5. If
firm 1 plays a pure strategy S1 and firm 2 plays the
pure strategy S2 then the associated expected profits
can be computed by, t = 0,1,2, ...,T − 1, V (1)

T (a) =
V (2)

T (a) = 0, for all a≥ 0,

V (1)
t (a) = ∑

i1≥0
P(0.5) (i1,S1(a),a)
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(b) Evaluated price paths over time.
Figure 7: Optimal response strategy and evaluated price
paths for Example 4.1; h = 0.5, z = 25.

· ∑
i2≥0

P(0.5) (i2,S1(a),S2(S1(a)))

·
(
(S1(a)− c) · (i1 + i2)+δ ·V (1)

t+1 (S2 (S1(a)))
)
,

(14)

V (2)
t (a) = ∑

i1≥0
P(0.5) (i1,S2(a),a)

· ∑
i2≥0

P(0.5) (i2,S2(a),S1(S2(a)))

·
(
(S2(a)− c) · (i1 + i2)+δ ·V (2)

t+1 (S1 (S2(a)))
)
.

(15)
By SU we denote the response strategy F(a) :=

max(a− ε,c), which slightly undercuts the competi-
tor’s price. By SRU we denote the optimal response
strategy to SU . By SRRU we denote the optimal re-
sponse strategy to SRU , cf. (11)-(12). Considering
Example 4.1 with z = 20, the expected profits of the
different strategy combinations are summarized in 2.

We observe that the aggressive strategy SU yields
very good results with the exception when the com-
petitor also plays SU . The strategy SRU yields good
results in all three constellations. Strategy SRRU is ex-
cellent when played against SRU but yields only mod-
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(b) Evaluated price paths over time.
Figure 8: Optimal response strategy and evaluated price
paths for Example 4.1; h = 0.5, z = 20.

Table 2: Expected profits V (1)
0 (50) of firm 1 when its

strategy S1 = {SU ,SRU ,SRRU} is played against a strategy
S2 = {SU ,SRU ,SRRU}, z = 20, Example 4.1.

S1\S2 SU SRU SRRU
SU 1.69 9.85 9.91
SRU 9.42 9.66 9.58
SRRU 8.76 10.62 8.76

erate results in the other two cases. For other z val-
ues, cf. Example 4.1, the results are similar. Iterating
mutual strategy responses further is a way to identify
equilibrium strategies.

Finally, our example shows that optimal response
strategies have a significant impact on expected prof-
its. They help to gain profits, especially, when aggres-
sive competitors are involved. On the other hand, we
learn that it is also important to know the competitors’
strategies. In practical applications, the competitors’
price reactions can be inferred from market data over
time.

5 CONCLUSION

With a rise in E-commerce it has become easier to ob-
serve and to adjust prices automatically. As a result,
dynamic pricing strategies are applied by an increas-
ing number of firms. This paper analyzes stochastic
dynamic infinite horizon oligopoly models character-
ized by active and passive competitors. We set up
a dynamic pricing model including discounting and
shipping costs. The sales probabilities are allowed
to depend on time and can arbitrarily depend on our
price as well as the competitors’ prices. Hence, our
model is suitable for practical applications. Data-
driven estimations of sales intensities under pricing
competition can be used to calibrate the model.

Given a competitor’s response strategy, we are
able to compute optimal reaction strategies that take
the anticipated competitors’ price adjustments into
account. In general, it is optimal to slightly undercut
competitor’s prices. However, when the price falls be-
low a certain lower bound it is advisable to raise the
price to an optimally chosen upper level. Our exam-
ples show that the model can be used to explain and
to study Edgeworth price cycles.

We also verify that reaction times have a signif-
icant impact on long-term profits. Hence, firms will
try to strategically time their price adjustments. In or-
der not to act predictable firms might use randomized
strategies. Using a generalized version of our model,
we show how to derive optimal response strategies
when reaction times are randomized. We observe that
the ratio of frequencies of the competitors’ prices ad-
justments is crucial for the firm’s expected profits, i.e.,
to be able to adjust prices more often than the com-
petitors do is an important competitive advantage.

In an extension of the model, we have considered
additional players with fixed price strategies. We have
presented a solution approach that allows deriving op-
timal response strategies. We have analyzed how the
presence of additional passive competitors affects the
price battle of active players that frequently adjust
their prices. The solution approach is even applica-
ble when the number of passive competitors is large.
Our technique to compute prices remains simple and
is easy to implement.

Moreover, we have evaluated the outcome when
different reaction strategies are played against each
other. It turned out that our optimized feedback strate-
gies effectively avoid a decline in price. Especially,
when competitors play aggressive strategies it is im-
portant to react in a reasonable way in order not to
loose potential profits. Our approach allows to derive
and to study price response strategies for various real-
life applications especially in E-commerce.
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Iterating mutual strategy responses, cf. Table 2,
may also be the key to identify equilibrium strategies.
Note, mutual strategy responses do not necessarily
have to converge as pure strategy equilibria might not
exist, see Kephart et al. (2000). In such cases, the
approach used in Section 3.3 might help to identify
equilibria in mixed strategies.

In future research we will use market data to es-
timate competitors’ response strategies. We will also
extend the model to study the sale of perishable prod-
ucts with finite initial inventory levels.
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APPENDIX

Table 3: List of variables and parameters.

t time / period
X random number sold items
G random future profits
c shipping costs
δ discount factor
F competitor’s reaction strategy
Z number of passive competitors
A set of admissible prices

V,V (c) value functions
a offer price
~p,~z competitors’ prices
λ sales intensity
P sales probability
J cycle length
h reaction time

q,q(c) reaction probabilities
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Abstract:  The concept of Corporate Social Responsibility (CSR) is based on companies voluntarily respecting 
environmental and social needs while making business decisions and at the same time taking into account 
the expectations of stakeholders. The notion of CSR is well known nowadays and practised by businesses 
around the world. However, this concept is sometimes interpreted and implemented differently. It is 
important to realize that the concept of CSR should be considered from the perspective of manufactured 
products as well as all processes realized in the company. The focus in this paper is on company processes. 
Socially responsible processes are those that do not adversely affect the company stakeholders. Therefore, 
the need arises to assess the risk of potential failures that may occur in company processes, taking into 
account the subjects of social responsibility. The authors present the possibility of using Failure Mode and 
Effects Analysis (FMEA) for this purpose. This paper presents an example of using a modified FMEA 
method which it is hoped can on one hand provide inspiration for further development of tools dedicated to 
CSR implementation at the operational level, and on the other hand offer help to those companies which 
want to integrate CSR into company processes. 

1 INTRODUCTION 

The Corporate Social Responsibility (CSR) concept 
is receiving increased attention from the business as 
well as the academic community (Crifo et al. 2016; 
Dahlsrud 2008; Fifka 2013a; Rok et al. 2007; Du et 
al. 2010; Lin-Hi & Müller 2013). CSR can be 
defined as a concept that integrates, on a voluntary 
basis, social and environmental concerns into a 
business’ operations and interactions with its 
stakeholders. Unfortunately, not so rarely the 
concept is considered only as a marketing or public 
relations tool to improve company image (Mahoney 
et al. 2013; Wolniak & Hąbek 2015). Whereas in 
reality it is only possible to achieve long-term 
benefits from CSR implementation if socially 
responsible behaviour is integrated into all the 
processes in an enterprise. However, even a 
company with deep involvement in the affairs of the 
local community is not responsible if at the same 
time it does not respect employee rights, does not 
care about the environment and does not ensure the 
safety of its products. The activities of socially 
responsible manufacturers should be focused on the 
creation of products and services that are safe for the 

customer and at the same time do not threaten the 
environment, in addition the production processes of 
these products must be conducted in a safe manner 
and with concern for the environment (Paliwoda-
Matiolańska 2014; Bluszcz & Kijewska 2014; 
Ryszko 2015). 

Many companies are currently implementing 
CSR and even publish reports disclosing CSR data, 
however, there are still few tools that focus on the 
implementation of this concept at the operational 
level and tools which can be applied to all processes 
functioning in the company. One method that has 
been modified for this purpose and can be used to 
make a company’s processes socially responsible is 
the Failure Mode and Effects Analysis (FMEA). The 
aim of the FMEA method is to consistently and 
systematically identify potential defects/failures in 
the product, process or design and then eliminate 
them or minimize the risks associated with them. 
Through the subsequent analysis with the FMEA 
method we can continually improve our products, 
processes or projects. 

The aim of this article is to present the concept of 
using the FMEA methodology to improve the 
processes of a socially responsible organization. 
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The remainder of the paper is structured as 
follows. The next two sections provide an overview 
of the CSR concept and give a short description of 
the FMEA method. This is followed by a section 
dedicated to the modified FMEA method that can be 
used to implement social responsibility into 
processes. The paper ends with conclusions and 
recommendations for further research. 

2 CORPORATE SOCIAL 
RESPONSIBILITY – THE 
CONCEPT  

Changes occurring in the environment, such as 
globalization and changing societal expectations, 
have caused companies to become the object of 
increasing pressure from different groups among its 
stakeholders to ensure not only profit but also 
greater social value. Consumers are becoming 
increasingly interested in how the company whose 
products they buy treats its employees and suppliers, 
and if the company has a negative impact on the 
natural environment or whether it is involved in 
corrupt practices. 

Corporate Social Responsibility (CSR) is a broad 
term which has been differently defined (Gaweł et 
al. 2015; Line & Braun 2007; Maignan et al. 2002; 
Vveinhardt & Andriukaitienė 2014; Elkington 
1999). For example, the European Commission 
understand it as a voluntary inclusion by a business 
of social and environmental concerns in their 
commercial (economic) activities and their relations 
with their stakeholders (COM 2001). Guidance on 
social responsibility (ISO 26000: 2010) defines the 
concept as the responsibility of an organization for 
the impacts of its decision and activities on society 
and the environment, through transparency and 
ethical behaviour that: contribute to sustainable 
development, including the health and welfare of 
society, take into account the expectations of 
stakeholders, are in compliance with applicable law 
and consistent with international norms of 
behaviour, are integrated throughout the 
organization and practices in its relationship. 
Referring to the above definitions, it seems that a 
key aspect of the CSR concept is running a business 
based on building lasting and transparent 
relationships with all stakeholders (Hąbek 2009). 
Identification of and engagement with stakeholders 
are crucial in the implementation of social 
responsibility in a company (Maignan et al. 2002). 
We can define stakeholders as individual people and 

groups of people, inside and outside the 
organization, who are interested in the results of its 
operations. 

In order to systematize the knowledge of CSR 
and clarify the values which should act as guidance 
for organizations in its activities, in the ISO 
26000:2010 the following areas of social 
responsibility (which are called the core subjects) 
have been defined: organizational governance, 
human rights, labour practices, the environment, fair 
operating practices, consumer issues, commitment 
and social development. The core subjects of CSR 
should be considered holistically in an organization 
rather than concentrating on a single issue. 
Therefore, it can be stated that responsibility is 
managed when, for example, employee policies are 
developed, when customer relationship strategies are 
implemented, when supply chains are managed, 
when leaders are really committed to a quality 
culture, when firms manage processes to achieve 
quality improvement, and when firms use 
measurement systems to improve their activities 
(Tarí 2011; Cierna & Sujova 2015).  

Only comprehensive implementation of this 
concept enables enterprises to achieve values in the 
economic, social and environmental dimension. For 
this reason, the concept of corporate social 
responsibility should be considered from the 
perspective of all of company processes (Paliwoda-
Matiolańska 2014).  

Unfortunately CSR in companies is implemented 
variously and good practices often show one-
dimensional practices concerning, e.g., environment 
protection or philanthropic activities. In addition, for 
many managers CSR is seen simply as a tool to 
improve company image or enhance public relations. 
To achieve the long-term benefits of its 
implementation, socially responsible behaviour 
should be integrated into and refer to all the 
processes in an enterprise. Therefore, there is a need 
to develop tools for the operationalization of CSR 
throughout an organization. In this paper, the authors 
suggest using for that purpose the methodology of 
FMEA. 

3 FAILURE MODE AND 
EFFECTS ANALYSIS 

Failure Modes and Effects Analysis (FMEA) is a 
step-by-step approach for identifying all possible 
failures in a design, manufacturing or assembly 
process, or a product or service. “Failure modes” 
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means the ways, or modes, in which something 
might fail. Failures are any errors or defects, 
especially ones that affect the customer, and can be 
potential or actual. “Effects analysis” refers to 
studying the consequences of those failures. Failures 
are prioritized according to how serious their 
consequences are, how frequently they occur and 
how easily they can be detected. The purpose of the 
FMEA is to take actions to eliminate or reduce 
failures, starting with the highest-priority ones. 
Failure modes and effects analysis also documents 
current knowledge and actions about the risks of 
failures, for use in continuous improvement (Tague 
2005; Wolniak 2011). 

FMEA first emerged in studies conducted by 
NASA in 1963. It eventually spread to the car 
manufacturing industry, where it aided in the 
identification and quantification of possible defects 
at the product design stage (Puente et al. 2002). 
FMEA is currently utilized in the automotive, 
aerospace, and electronic industries to identify, 
prioritize, and eliminate known potential failures, 
problems, and errors in systems during the design 
stage and prior to releasing the product (Stamatis 
1995). Several industrial FMEA standards, such as 
those developed by the Society of Automotive 
Engineers, the US Military of Defense, and the 
Automotive Industry Action Group, employ Risk 
Priority Numbers (RPNs) to measure the risk and 
severity of failures (Rhee & Ishii 2003). RPN is an 
index that can represent the degree of risk that a 
product, process or design possesses. It consists of 
three indicators, namely, Occurrence (O), Severity 
(S), and Detection (D). 

RPN = O x D x S (1) 

Where O is the probability of the failure, S is the 
severity of the failure, and D is the probability of not 
detecting the failure. FMEA consists of two stages. 
Potential failure modes are identified in the first 
stage, and the values of severity, occurrence, and 
detection are assigned. The manager makes 
recommendations for corrective action in the second 
stage, and RPN must be recalculated after 
undertaking such corrective action (Su & Chou 
2008; Gajdzik & Sitko 2016).  

The Risk Priority Number (RPN) can take the 
maximum value of 1000. In practice, established 
boundaries of this index are used, which can be 
defined as the level of acceptability of the risk. It is 
often assumed that the value of the RPN below 120 
for the failure is an acceptable level of risk. In such a 
case it will not be necessary to make changes in the 
system. If the value of the RPN is in the range of 

120-160, then corrective action should be taken 
which decreases the RPN value (Molenda et al. 
2016). 

Chen (2007) pointed out that FMEA provides a 
structured systematic identification of the potential 
failure modes in design, manufacturing, or 
management. FMEA provides a qualitative 
evaluation of the necessary corrective actions by 
studying the impact of failure on the system and by 
focusing on the problems affecting systematic 
reliability (Zasadzień 2014; Midor 2014). Failure 
modes and effects analysis also documents current 
knowledge and actions about the risks of failures, for 
use in continuous improvement. 

The results of the FMEA analysis serve as a 
basis for the introduction of changes in the product 
design or production processes, aimed at reducing 
the risk of occurrence of defects identified as 
critical. If it is not possible to completely eliminate 
the causes of defects, action should be taken in order 
to enhance their capability to detect or reduce the 
negative effects of their occurrence. Implementation 
of the recommended corrective action should be 
continuously monitored and their effects subjected 
to verification (Wyrębek 2012; Skotnicka-Zasadzień 
2012; Wojtaszak & Biały 2015). 

4 FMEA FOR CSR – MAKING 
THE PROCESSES SOCIALLY 
RESPONSIBLE 

In this section of the paper the authors present the 
procedure for social responsible risk assessment (see 
Figure 1) using the methodology of FMEA (FMEA 
for CSR/ FMEA4CSR). This method allows 
identifying problems and inconsistencies (weak 
points) that may occur during the process, taking 
into consideration the core subjects of the CSR 
concept. The similar concept was presented by 
Duckworth and Rosemond (2010). 

The example presented in the paper applies to the 
process functioning in a production company. The 
authors are aware that conducting a risk assessment 
on one process will not ensure that the whole 
organization achieves improvements in social 
responsibility. The intention of the authors was to 
show an exemplary solution for the selected process.  

The first step in the FMEA4CSR is to determine 
the process in the organization which should be 
studied. It is good to take a process-oriented 
approach which allows for the holistic analysis of 
risk on all aspects of social responsibility for that 
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Figure 1: Stages of FMEA4CSR. 

process. At this stage, a cross-functional team should 
be established consisting of the various groups 
involved in the process (engineering, purchasing, 
health and safety, human resources, new product 
development, etc.) which should be encouraged to 
complete the FMEA form. 

The advantage of utilizing a cross-functional 
team approach is the varied experience and 
perspectives that each individual brings to the task. 
Although increased team diversity often leads to 
intense discussions when rating severity and 
occurrence, this difficulty in building consensus 
creates thoughtful debate about the organization’s 
role in improving socially responsible behaviour 
(Duckworth & Rosemond 2010). 

As an example, the maintenance process in a 
production company has been selected. 
When the process for analysis has been selected and 
the team of experts set up it is necessary to identify 
the basis data about the process. To properly analyse 
the process, with accordance to the process 
approach, it should be determined the scope of the 
process, its suppliers, inputs as well as outputs. As 
the process has to be analysed from the perspective 
of social responsibility it is important to identify in 
the same time all the stakeholders involved in the 
process (see Table 1). It is good to present the 
information about the process in graphic form to 
enable a better understanding of the subject of the 
analysis. This phase is also dedicated to identifying 
the stakeholders (employees, customers, sharehol-
ders, community, government, local businesses, etc.) 
of the process whose needs and expectations will 
form the basis for further analysis. We have to bear 
in mind that identification of stakeholders is crucial 
to proceeding with the implementation of social 
responsibility in a company. 

Table 1: Withdrawal of machines and equipment process identification. 

SUPPLIERS INPUTS PROCESS OUTPUT STAKEHOLDERS

• company  
owners 

• maintenance 
department 

• machine 
manufacturer 

• health and  
safety 
department 

 

• worn out, unnecessary 
machine 

• withdrawal order 
• plan for dismantling 

and removing from the 
plant 

• documentation of the 
machine (dismantling 
manual, design 
documentation) 

• instructions for safe 
removal and disposal of 
the machine 

 
withdrawal of 
machines and 

equipment (used, 
worn out, 

unnecessary) 
 

• dismantled and removed 
machine 

• records in the register about 
the machine removal 

• worn consumables materials 
(oils, lubricants, etc.) 

• emission of gases into the 
environment 

• registration and inventory of 
used parts and consumables 
materials 

• records of environmental 
hazardous materials 

• company owners 
• employees 

working within 
the process 

• environmental 
inspectors 

• accounting 
department 
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The assessment of the severity of identified 
failure modes in FMEA4CSR should be done from 
the point of view of all stakeholders of the process, 
and not just from a customer’s point of view as in 
the classical FMEA methodology. 

After determining the stakeholders, all the 
outputs of the process should be identified, which 
may have an impact on these stakeholders. The next 
step is to identify all the process inputs (materials, 
energy, information, and human resources, etc.) 
required to conduct the process. The final task will 
be to identify the suppliers for the pre-defined inputs 
of the process. The goal of this analysis is to identify 
the potential social responsibility risks associated 
with the selected process. When the process is 
determined, we should focus on the critical function 
to that process. The functions constituting the 
maintenance process in an exemplary organization 
are shown in Table 2. 

Table 2: Functions of maintenance process. 

1. Planning of investment for production resources 

2. 
Execution of the investment, the purchase of 
machines and equipment 

3. 
Installation and labelling of machines and 
equipment. Introduction to the register 

4. 
First commissioning and validation of machines 
and equipment 

5. Training for machine operators 

6. Planning of inspections and repairs 

7. 
Monitoring of the operations and diagnostics of 
machines and equipment 

8. 
Implementation of the plan of inspections and 
repairs 

9. Cost calculation of repair work 

10. 
Supply for maintenance (parts, consumable 
materials, etc.) 

11. Withdrawal of machines and equipment 

12. Diagnostics. Breakdown removal 

For the further analysis we have chosen the 
process of withdrawal of machines and equipment 
(Table 5). 

For the identified function in the selected 
process, all potential failure modes should be 
identified. At this stage we should use the 
knowledge of the team members as well as the data 
from the analysis of other processes or 
benchmarking studies. The next step is the analysis 
of all potential causes of the failure modes. At this 
stage we can use other tools such as the Ishikawa 

diagram. Because often the failures involve a 
cascade of effects, next we should analyse the 
impact of those failures. The direct effect or the 
consequence from the stakeholders’ point of view 
should be taken into account (Kaźmierczak 2016). 
Another step of FMEA4CSR is to determine the 
Severity (S), Occurrence (O) and Detection (D) 
indicators. Each indicator can be a number between 
<1-10>. The ratios we determined are based on the 
data in Table 3 and Table 4. It should be noted here 
that the D indicator is fixed arbitrarily on the basis 
of knowledge about the possibility of detection of a 
failure. Number 1 applies when such a possibility is 
very big and number 10 when the failure is difficult 
to detect. Subsequently, we can calculate the Risk 
Priority Number (RPN) index. The RPN values 
allow us to determine the priority risks that can 
threaten social responsibility performance. 

Table 3: Criteria of severity and occurrence ratings. 

Rating 
Severity 

[S] 
Rating 

Occurrence 
[O] 

1 meaningless 1 negligible 

2-3 low 2-3 occasional 

4-6 moderate 4-6 moderate 

7-8 high 7-8 high 

9-10 very high 9-10 very high 

Table 4: Criteria of detection ratings. 

Rating Detection [D] 

1 very high 

2-5 high 

6-8 moderate 
9 low 

10 accidental 

Then we can focus on ranking the failure from 
the most important, from the point of view of the 
stakeholders, when the number of RPN is the 
greatest, to the least important. Then we must fix the 
limit (a number RPN) between critical failures and 
other failures. For all critical failures we should 
determine the corrective actions, i.e., actions which 
enable eliminating the causes of the failures. After 
completion of these activities the RPN index should 
be re-calculated and if there are still critical failures, 
the introduction of corrective actions should be 
repeated to achieve an acceptable level of risk. 

In our example, we established the limit for RPN 
between the critical and  the  other  failure  modes  at 
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Table 5: FMEA4CSR example sheet for the selected process – part A. 

PROCESS: WITHDRAWAL OF MACHINES AND EQUIPMENT 

CORE  
SUBJECT 

SOCIAL 
RESPONSIBILITY  
FAILURE MODE 

CAUSES FAILURE EFFECTS S O D RPN 

Organizational 
Governance 

No systems for 
tracking and/or 

reporting on social and 
environmental results 

Reducing the cost of 
bureaucracy and 

reduction of 
employment 

No information on emissions and pollution 
which occurred during the dismantling and 

removal of the machines 
No information regarding the threats to 

employees during removal of the machines 

7 8 3 168 

No organizational 
policy for the 

protection of property, 
which is to prevent the 

theft of technical 
resources 

Lack of awareness of 
the top management of 
the risks of theft of the 
dismantled machines 
or their components 

Material losses arising from theft of 
unprotected elements of the machines 

7 7 4 196 

Human  
Rights 

Lack of clear message 
about the importance 
of human rights in the 

organization 

Top management is 
convinced that at all 

levels of the 
organization human 
rights are respected 

Performing activities that threaten health 
during realization of the process 

9 7 4 252 

Lack of processes for 
resolving grievances 

Information about 
complaints of 

employees are blocked 
by direct superiors 

Carrying out the process under pressure 
beyond normal working hours 

9 5 2 90 

Labour  
Practices 

Conditions of work do 
not comply with 

national law 

Lack of training of 
middle-level managers 
in terms of the law in 
force concerning the 

implementation of the 
process 

Working in conditions that threaten the 
health and lives of workers carrying out 

the process 
9 7 1 63 

Environment 

Lack of system for 
tracking waste created 

by the organization 

Adoption by top 
management policy, 
oriented only on the 

financial results. 
Reducing bureaucracy 

No information on emissions and pollution 
caused by errors during the dismantling 

and removal of machines 
5 5 3 75 

Lack of identification 
and action associated 
with protecting the 

natural environment 

Lack of environmental 
policy 

Uncontrolled pollution arising during the 
dismantling and removal of machines 

8 7 4 224 

Fair Operating 
Practices 

Lack of identification 
of risk associated with 

corruption 

Lack of awareness of 
top management 

associated with the 
resale of used 

machines undervalued 

Company financial losses associated with 
selling the withdrawn machines 

undervalued 
7 3 8 168 

Consumer  
Issues 

Unknown impact       

Community 
Involvement  

and  
Development 

Unknown impact       
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Table 6: FMEA4CSR example sheet for the selected process – part B. 

PROCESS: WITHDRAWAL OF MACHINES AND EQUIPMENT 

CORE  
SUBJECT 

SOCIAL RESPONSIBILITY  
FAILURE MODE 

IMPROVEMENT PLAN S O D RPN 

Organizational 
Governance 

No systems for tracking and/or 
reporting on social and 
environmental results 

The introduction of an emissions control system as 
well as system to keep track of accidents occurring 

during the removing of withdrawn machines 
7 3 1 21 

No organizational policy for the 
protection of property, which is to 

prevent the theft of technical 
resources 

The establishment of a special committee whose task 
will be to calculate the value of withdrawn machines 

7 1 4 28 

Human 
Rights 

Lack of clear message about the 
importance of human rights in the 

organization 

The introduction of documented organizational rules 
in the company, which include labour standards 

during the removal of withdrawn machines 
9 2 4 72 

Lack of processes for resolving 
grievances 

     

Labour 
Practices 

Conditions of work do not comply 
with national law 

     

Environment 

Lack of system for tracking waste 
created by the organization 

     

Lack of identification and action 
associated with protecting the 

natural environment 

The adoption of environmental policies and the 
development of procedures for environment 

protection while removing machines that will secure 
the process from uncontrolled emission to the 

environment 

8 4 2 48 

Fair Operating 
Practices 

Lack of identification of risk 
associated with corruption 

The adoption of procedures to ensure the valuation 
and resale of the withdrawn machines and its 

components for the actual value 
7 1 6 42 

Consumer Issues Unknown impact      

Community 
Involvement and 

Development 
Unknown impact      

 
120. Thus, the RPN for the failure modes obtained 
above this limit need corrective action. In the present 
case we identified five critical social responsibility 
failure modes. For each we have proposed an 
improvement plan and re-calculated the RPN index 
(Table 6). After the implementation of the improve-
ments, an acceptable level of risk was achieved. We 
can conclude that the FMEA4CSR method enables 
the identification of potential risks associated with 
the business processes and allows us to better 
understand the impact on society, the environment 
and economics. The added value of this analysis is 

increased awareness among managers, as well as the 
employees involved, especially in the analysed 
process. This raised awareness will influen-ce the 
development of appropriate organizational culture 
facilitating the implementation of the CSR concept. 

5 CONCLUSIONS 

The authors presented in this paper a method called 
FMEA for CSR (FMEA4CSR) that is used as a tool 
for risk analysis which identifies and prioritizes 
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actions for improving socially responsible processes. 
These prioritized actions allow us to rethink the 
types and volume of resources needed to minimize 
the risks associated with the specific failure modes. 
FMEA4CSR is based on seven core subjects of 
social responsibility defined in ISO 26000. Because 
CSR is a concept which is based on the stakeholders 
theory, identification and analysis of their needs and 
expectations is crucial for the implementation of this 
concept. Therefore, FMEA4CSR takes into account 
in the risk assessment not only the severity of 
potential failure modes for customers (as in the 
classical FMEA), but also for the other stakeholders. 
In the proposed methodology the significance of 
potential failure modes for all the company’s 
stakeholders involved in the process is considered. 
Thus, it is reasonable to use the expert knowledge in 
the analysis as it is in the case of the FMEA method. 
Therefore, it is recommended to integrate the 
methodology with one of the participatory methods 
(e.g. Charrette, Syncon, Delphi, Groupware, etc.) in 
order to reach consensus between stakeholders or at 
least the justifications for the different opinions, 
scores, etc. and to make sure the results are clear to 
all of them. 

The purpose of using this tool is the continuous 
improvement of socially responsible processes. 
Identification of the risks associated with each of the 
core subjects of social responsibility leads not only 
to determining the priority issues, but also improves 
awareness among employees. This improved 
awareness is an added value to this analysis and is 
invaluable in the implementation of CSR in a 
company. Summarizing, FMEA4CSR can be used as 
a practical tool for the continuous improvement of 
social responsibility within a company at the 
operational level.  

We must bear in mind that we cannot always 
find the ideal solution. Social responsibility 
approach may sometimes conflict with the other 
company's goals (e.g. environmental protection goal 
and keeping production which pollutes the 
environment but simultaneously giving an 
employment for many people). It is not always 
possible to meet all expectations at the same time 
and the company must make a choice. Therefore 
there is a need for further discussion on this multi-
criteria aspect of the problem. Future research may 
be concentrated also on the implementation of the 
core subjects of CSR in product or design FMEA. It 
could be also interesting to discuss other tools 
traditionally used in quality improvement and their 
potential benefits in social responsibility improve-
ment programmes. 

ACKNOWLEDGEMENTS  

The paper is the result of the statutory research 
project No 13/030/BK_16/0024 entitled “Production 
engineering methods and tools for development of 
smart specializations”. 

REFERENCES 

Bluszcz, A. & Kijewska, A., 2014. W kierunku społecznej 
odpowiedzialności przedsiębiorstw górniczych. 
Przegląd Górniczy, 70(4), pp.45–51. 

Chen, J.K., 2007. Utility Priority Number Evaluation for 
FMEA. Journal of Failure Analysis and Prevention, 
7(5), pp.321–328. Available at: http://link. 
springer.com/10.1007/s11668-007-9060-2 [Accessed 
September 16, 2016]. 

Cierna, H. & Sujova, E., 2015. Parallels Between 
Corporate Social Responsibility and the EFQM 
Excellence Model. MM Science, October, pp.670–676. 

COM, 2001. GREEN PAPER. Promoting a European 
Framework for Corporate Social Responsibility, 
Available at: http://eur-lex.europa.eu/legal-content/ 
EN/TXT/?uri=URISERV%3An26039. 

Crifo, P., Diaye, M.-A. & Pekovic, S., 2016. CSR related 
management practices and firm performance: An 
empirical analysis of the quantity–quality trade-off on 
French data. International Journal of Production 
Economics, 171, pp.405–416. Available at: 
http://www.sciencedirect.com/science/article/pii/S092
5527314004137 [Accessed December 17, 2015]. 

Dahlsrud, A., 2008. How corporate social responsibility is 
defined: an analysis of 37 definitions. Corporate 
Social Responsibility and Environmental Manage-
ment, 15(1), pp.1–13. Available at: http://doi.wiley. 
com/10.1002/csr.132 [Accessed September 26, 2016]. 

Du, S., Bhattacharya, C.B. & Sen, S., 2010. Maximizing 
Business Returns to Corporate Social Responsibility 
(CSR): The Role of CSR Communication. 
International Journal of Management Reviews, 12(1), 
pp.8–19. Available at: http://doi.wiley.com/10.11 
11/j.1468-2370.2009.00276.x [Accessed August 11, 
2016]. 

Duckworth, H.A. & Rosemond, A.M., 2010. Social 
Responsibility: Failure Mode Effects and Analysis, 
Boca Raton: CRC Press. 

Elkington, J., 1999. Cannibals with Forks: Triple Bottom 
Line of 21st Century Business, Capstone Publishing 
Ltd. Available at: http://www.amazon.com/Cannibals-
Forks-Triple-Century-Business/dp/1841120847 
[Accessed December 21, 2015]. 

Fifka, M.S., 2013a. Corporate Responsibility Reporting 
and its Determinants in Comparative Perspective - a 
Review of the Empirical Literature and a Meta-
analysis. Business Strategy and the Environment, 
22(1), pp.1–35. Available at: http://doi.wiley.com/ 
10.1002/bse.729 [Accessed August 11, 2016]. 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

64



Fifka, M.S., 2013b. Corporate Responsibility Reporting 
and its Determinants in Comparative Perspective - a 
Review of the Empirical Literature and a Meta-
analysis. Business Strategy and the Environment, 
22(1), pp.1–35. 

Gajdzik, B. & Sitko, J., 2016. Steel mill products analysis 
using qualities methods. Metalurgija, 55(4), pp.807–
810. 

Gaweł, E. et al., 2015. Corporate Social Responsibility as 
an Instrument of Sustainable Development of 
Production Enterprises. Management Systems in 
Production Engineering, 3(19), pp.152–155. 

Hąbek, P., 2009. Społeczna odpowiedzialność 
przedsiębiorstw jako koncepcja firmy zorientowanej 
na interesariuszy. Organizacja i Zarządzanie, 2(6), 
pp.69–86. 

Kaźmierczak, J., 2016. Engineering of Needs (EoN): the 
role of identifying and analyzing needs in Engineering 
and Engineering Management. In ESME 2016 
International Conference on Economic Science and 
Management Engineering. Guilin. 

Line, M. & Braun, R., 2007. Baseline Study on CSR 
Practices in the New EU Member States and 
Candidate Countries, Available at: http://docs.china-
europa-
forum.net/undpconference_26062007_brochure.pdf. 

Lin-Hi, N. & Müller, K., 2013. The CSR bottom line: 
Preventing corporate social irresponsibility. Journal of 
Business Research, 66(10). 

Mahoney, L.S. et al., 2013. A research note on standalone 
corporate social responsibility reports: Signaling or 
greenwashing? Critical Perspectives on Accounting, 
24(4-5). 

Maignan, I. et al., 2002. Corporate Social Responsibility 
in Europe and the U.S.: Insights from Businesses’ 
Self-presentations. Journal of International Business 
Studies, 33(3), pp.497–514. 

Midor, K., 2014. An analysis of the causes of product 
defects using quality management tools. Management 
Systems in Production Engineering, 16(4), pp.162–
167. 

Molenda, M., Hąbek, P. & Szczęśniak, B., 2016. 
Zarządzanie jakością w organizacji. Wybrane 
zagadnienia, Gliwice: Wydawnictwo Politechniki 
Śląskiej. 

Paliwoda-Matiolańska, A., 2014. Odpowiedzialność 
społeczna w procesie zarządzania przedsiębiorstwem, 
Warszawa: CH Beck. 

Puente, J. et al., 2002. A decision support system for 
applying failure mode and effects analysis. 
International Journal of Quality & Reliability 
Management, 19(2), pp.137–150. Available at: 
http://www.emeraldinsight.com/doi/abs/10.1108/0265
6710210413480 [Accessed September 16, 2016]. 

Rhee, S.J. & Ishii, K., 2003. Using cost based FMEA to 
enhance reliability and serviceability. Advanced 
Engineering Informatics, 17(3), pp.179–188. 

Rok, B. et al., 2007. Corporate Social Responsibility in 
Poland. Baseline Study., Warsaw. 

Ryszko, A., 2015. Environmental Proactivity and its  
 

Determinants: Selected Issues Based on the Example 
of Poland. In 15th International Multidisciplinary 
Scientific GeoConference SGEM 2015. Environmental 
Economics. pp. 259–266. Available at: 
http://www.sgem.org/sgemlib/spip.php?article6535 
[Accessed October 2, 2016]. 

Skotnicka-Zasadzień, B., 2012. Analiza Efektywności 
Zastosowania Metody FMEA w Małym 
Przedsiębiorstwie Przemysłowym. Systemy 
Wspomagania w Inżynierii Produkcji, pp.142–153. 

Stamatis, D.H., 1995. Failure Mode and Effects Analysis, 
ASQ Quality Press. 

Su, C.-T. & Chou, C.-J., 2008. A systematic methodology 
for the creation of Six Sigma projects: A case study of 
semiconductor foundry. Expert Systems with 
Applications, 34(4), pp.2693–2703. 

Tague, N.R., 2005. The Quality Toolbox, Milwaukee: 
American Society for Quality, Quality Press. 
Available at: https://www.amazon.com/Quality-Tool 
box-Nancy-R-Tague/dp/0873896394. 

Tarí, J.J., 2011. Research into Quality Management and 
Social Responsibility. Journal of Business Ethics, 
102(4), pp.623–638. Available at: http://link. 
springer.com/10.1007/s10551-011-0833-x [Accessed 
September 23, 2016]. 

Vveinhardt, J. & Andriukaitienė, R., 2014. Social 
Responsibility Discourse in Empirical and Theoretical 
Lithuanian Scientific Studies. Engineering Economics, 
25(5), pp.578–588. Available at: http://www.in 
zeko.ktu.lt/index.php/EE/article/view/4898 [Accessed 
September 14, 2016]. 

Wojtaszak, M. & Biały, W., 2015. Problem solving 
techniques as a part of implementation of six sigma 
methodology in tire production. Case study. 
Management Systems in Production Engineering, 
19(3), pp.133–137. 

Wolniak, R., 2011. Wspomaganie metody FMEA w 
przedsiębiorstwie produkcyjnym. Problemy Jakości, 
43(1), pp.15–21. 

Wolniak, R. & Hąbek, P., 2016. Quality Assessment of 
CSR Reports – Factor Analysis. Procedia - Social and 
Behavioral Sciences, 220, pp.541–547. Available at: 
http://linkinghub.elsevier.com/retrieve/pii/S18770428
16306310 [Accessed July 19, 2016]. 

Wolniak, R. & Hąbek, P., 2015. Reporting Process of 
Corporate Social Responsibility and Greenwashing. In 
15th International Multidisciplinary Scientific 
GeoConference SGEM 2015. Environmental Econo-
mics. Available at: http://www.sgem.org/sgemlib/spip. 
php?article6565 [Accessed September 29, 2016]. 

Wyrębek, H., 2012. Znaczenie metody FMEA w 
zarządzaniu jakością w przedsiębiorstwach. Zeszyty 
Naukowe Uniwersytetu Przyrodniczo-
Humanistycznego w Siedlcach. Administracja i 
Zarządzanie, 19(nr 92), pp.151–165. 

Zasadzień, M., 2014. Using the Pareto Diagram and 
FMEA (Failure Mode and Effects Analysis) to Iden-
tify Key Defects in a Product. Management Systems in 
Production Engineering, 4(16), pp.153–156. 

Using the FMEA Method as a Support for Improving the Social Responsibility of a Company

65



Discontinued Products 
An Empirical Study of Service Parts Management 

Luís Miguel D. F. Ferreira1, Amílcar Arantes2 and Cristóvão Silva1 
1Department of Mechanical Engineering, University of Coimbra, Polo II Pinhal de Marrocos, 3030 Coimbra, Portugal 

2CERIS, CESUR, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, Lisboa,1049-001, Portugal 
luis.ferreira@dem.uc.pt, amilcar.arantes@tecnico.ulisboa.pt, cristovao.silva@dem.uc.pt 

Keywords: Service Parts, Discontinued Products, Empirical Study. 

Abstract: The procurement and inventory management of service parts for discontinued products has often been 
overlooked by companies, resulting in several problems such as stock outs, rush orders or obsolete stocks. 
Accordingly, the main aim of this work is to develop a methodology to deal with these issues following 
product discontinuation. To this end, an empirical study – based on action research principles – was carried 
out in a producer of household appliances, which is bound by law to provide service parts for its products for 
a period of 15 years after they have been discontinued. The work was developed in three stages: 
characterization of the company situation; definition of a procedure to eliminate obsolete stocks; and 
definition of a procedure to manage active service parts. The resulting methodology and respective procedures 
are presented and the results obtained with the implementation are discussed. 

1 INTRODUCTION 

Rapid technological innovation and recurrent 
changes in consumer preferences are decreasing 
product lifecycles. This places pressure on stock 
management, with a requirement for suitable stock 
levels for all service parts. Service parts are used to 
replace old parts that are no longer operational due to 
total failure or malfunction. Moreover, after a product 
has been discontinued, many of the service parts 
needed in the post product life cycle are often out of 
production (Inderfurth and Mukherjee, 2006). 

Service parts for products like household 
appliances or automobiles are considered an 
important element of a company´s business. In some 
industry sectors the service parts business can 
represent up to 25% of the revenues and 40% to 50% 
of the profits of manufacturing firms (Dennis and 
Kambil, 2003; Cohen et al. 1999). Thus, it is 
important for industrial companies to guarantee the 
availability of service parts in order to provide the 
desired after-sales service level. As a result, 
companies are forced to stock an enormous amount 
of service parts.  

It is often the case that many service parts for 
discontinued products are recognized as a major 
source of inventory stock-out or obsolescence. The 
inventory costs associated with service parts for 

discontinued products are much higher than those of 
service parts for current products. Moreover, the level 
of competition that exists in the market means that 
any stock-out of service parts cannot be tolerated, 
since this has a negative impact on the brand image 
of the company (Hong et al., 2008).  

Therefore, it is important to manage service parts 
carefully, because production lines used for 
manufacturing a particular service part are likely to 
be discontinued, prior to demand falling to zero.  
Moreover, in some countries, manufacturers are 
required by law to provide past model service parts 
for several years after production has ceased. Yet, 
procurement and inventory management of service 
parts are complex subjects due to the high number of 
service parts involved; the intermittent nature of their 
demand patterns; the high responsiveness needed to 
minimise the downtime cost for the customer; and the 
high risk of stock obsolescence (Hong et al., 2008).  

Hence, the main aim of this work is to develop a 
methodology to help manage these service part issues 
in the period following product discontinuation, 
namely: eliminating obsolete stock and managing 
active service parts. 
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2 LITERATURE REVIEW 

After-sales service is a period following on from the 
start of the product lifecycle and before the end of life 
date. When after-sales service ends, the manufacturer 
no longer guarantees the supply of replacement parts 
for the product. This period may be a legal 
requirement, or it may be set by the company. In some 
cases, it can go beyond the legal limit, in a bid to 
increase the service level and improve the company´s 
image. As it is normal that replacement parts are 
needed after some period of use, their demand peaks 
sometime after demand for the product itself.  This 
can be seen in Figure 1 below.  While this is normally 
the case, there may be exceptions to this rule. 

The end of after-sales service may also occur 
unexpectedly, severely complicating the management 
of service parts. Where a machine is dependent on a 
part to continue functioning, a stock out of that part 
will make the machine obsolete. This means that all 
the other parts of that machine reach the end of the 
after-sales service period earlier than expected. 
Another source of uncertainty occurs when one part 
is substituted by another. An example may be when a 
firm manufacturing mobile phone batteries brings a 
new battery to market which is cheaper and lasts 
longer; when the consumer changes battery, they will 
likely choose the new model over the old model. This 
source of uncertainty is difficult to predict (Hong et 
al., 2005). 

There is a considerable body of literature 
concerning demand forecasting and inventory 
management of service parts. Several documented 
approaches exist, ranging from relatively simple 
models like Croston’s method (Croston, 1972) and its 
refinement (Syntetos and Boylan, 2001; Syntetos and 
Boylan, 2005) to more complex algorithms like the 
stochastic forecasting model presented by Hong et al 
(2008). This last method considers four major factors 
in their model to forecast service parts:  product sales, 
the discard rate of the product, the failure rate of the 
service part and the replacement probability of the 
service part. 

Wang and Syntetos (2011) presented an 
innovative idea to forecast demand for spare parts that 
relies upon the demand generation process itself, 
comparing it successfully with a traditional time-
series method. Leifker et al. (2014) presented two 
approaches for dealing with the problem of extending 
maintenance or supply contracts for spare parts of 
discontinued products: one includes the use of a 
continuous-time dynamic program and the other 
makes use of a two-stage stochastic algorithm. Rego 
and Mesquita (2015) presented a case study on spare 
parts inventory management, comparing several 
methods using different forecasting techniques and 
inventory management policies by simulating with 
field data (10 032 spare parts references); results of 
the simulations allowed  the  recommendation of best 

 
Figure 1: The lifecycle for spare parts. [Adapted from Inderfurth and Mukherjee (2006)]. 
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policies to be followed within each spare part 
category. Some authors have proposed practical 
approaches to manage service parts for discontinued 
products in practice. Teunter and Fortuin (1998) 
present a model developed to determine the size of a 
final order for service parts which was implemented 
in an electronic equipment company, with the 
objective of covering the demand until all service 
obligation has ended. Teunter and Haneveld (1998) 
refer to a case study of a company that produces 
appliances for which they developed a model for 
service parts management in its final phase. The 
model considers an ordering policy which consists of 
an initial order up-to-level at time 0, the instant when 
the product is discontinued, and a subsequent series 
of decreasing order-up-to levels for various intervals 
of the planning horizon.  

However, previous research has focused primarily 
on the planning and operational aspects (e.g. the 
determination of optimum spare parts inventory 
levels) and has neglected the strategic and 
organisational problems manufacturing companies 
must solve to manage their spare parts business 
effectively during post product life cycle. Moreover, 
a gap between research and practice has been 
identified by several authors; for a comprehensive 
literature review on service parts management and on 
the gap between research and practice we refer to 
Bacchetti and Saccani (2012). Here, for instance, the 
authors make the point that “despite the wealth of 
literature on the subject, no attention has in practice 
been paid to proper management and control of 
service-parts inventory” or that “incremental 
mathematical inventory research is not likely to 
enhance practice”.  

This gap between research and practice is 
probably due to the mathematical complexity of the 
proposed methods and their need for data which are 
often not available. It is also important to mention that 
the adoption of simple but formalised procedures for 
the management of service parts during the post 
product life cycle can help companies achieve 
substantial benefits, not only by reducing costs but 
also by improving the company image (Botter and 
Fortuin, 2000). 

3 RESEARCH METHOD 

In this paper, the case of a company which produces 
household appliances is presented. In the past, the 
procurement and inventory management of service 
parts during the post product life cycle had been 
overlooked by the company. This resulted in several 

problems such as stock outs, rush orders and obsolete 
stock – stock of service parts for which the service 
contract has expired. Moreover, sometimes service 
part production also required components for which 
the original supplier was no longer operating and this 
would imply a time-consuming negotiation process 
with a new supplier. 

To solve these problems, the company decided to 
start a project to define procedures to manage the 
procurement and inventory management of service 
parts during the post product life cycle. Moreover, it 
was the intention of the company managers that the 
procedures to be implemented should avoid using 
complex mathematical algorithms that users would 
find hard to understand as well as models that would 
require data which would not be easily accessible, or 
even available, from the company information 
systems. 

Therefore, this study applied the principles of 
action research, allowing a link to be established 
between the company and the researchers (Middel et 
al. 2005). Nevertheless, two conditions need to be 
respected for the approach taken to fall within the 
field of action research. Firstly, the research objective 
and project plan were driven by the researcher’s 
agenda rather than by the participating company 
representatives. Secondly, the project plan was 
motivated primarily by the development of 
procedures for the management of service parts 
during the post product life cycle and not by the aim 
of transforming the individual organization’s 
practices. In any case, the focus of the research is to 
introduce changes in reality (Baker and Jayaraman 
2012).  

4 THE PROPOSAL 

In this section, we present the proposal for the 
management of service parts during the post product 
life cycle. The project to define the requested 
procedures was developed in three stages, which are 
described in the following subsections: the 
characterisation of the company service parts; the 
definition of a procedure to eliminate obsolete stocks 
and the definition of a procedure to manage service 
parts. 

4.1 Characterisation of the Company 

In the case study company, the procurement process 
for service parts during the post product life cycle was 
as follows: when the stock for a given service part 
reaches its reorder level, a production order for this 
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service part is scheduled by the logistics department. 
To manufacture the required service part, the 
necessary components are taken from stock and these 
can also eventually reach the reorder level. If this 
happens, an order for the component is placed by the 
company purchasing department. The size of this 
order is calculated to satisfy the estimated demand for 
the next six months, based on a simple average of the 
demand seen for this component since the time the 
product became discontinued and adjusted according 
to the conditions of the contract between the company 
and the supplier. 

This stage of the project was designed to provide 
a clear understanding of how many spare parts were 
exclusively used in the post product life cycle. The 
company information systems held information about 
all the components used in the service parts of 
discontinued products. However, accessing the 
required information was difficult (for example, data 
about the time remaining until the end of the service 
contracts). In part, this information was incomplete 
because each component could be used in several 
service parts and each service part may be necessary 
for several products. Moreover, the data was spread 

over two different information systems (IS 1 and IS 2 
in Figure 2).  

Therefore, a support database was developed to 
easily access all relevant data about the components 
of discontinued products. This database was fed with 
data from both company information systems (Figure 
2), and was used to identify all the necessary 
information for the required procurement process 
Using data from the first company information 
system (IS1), each component (Comp.) was related to 
the service parts (SP) where it is used. The second 
information system (IS2) shows how each service 
part was related to the final products where they are 
used, and for each final product (FP) the date of the 
last production run was recorded. Furthermore, the 
corresponding supplier of each component has also 
been identified. The result of this operation is 
presented in Table 1. 

The information contained in the database 
provided a description of the discontinued product 
service parts and their respective components. Some 
of these characteristics (namely the “Time remaining 
to end of service”) allow the parts and their 
components to be divided into three major groups: for 

 

Figure 2: Data collection from the company information systems.
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Table 1: Component information. 

Compo-
nent 

Time to end 
service(years) 

Stock 
(units) 

Stock 
(€) 

Supplier

… … … … … 
C10 5 1524 480 XYZ 
C11 1 149 30 ? 
… …    
Cn -2 46 202 ABC 
… … … … … 

the first group, the company is no longer required 
to provide support; for the second group, the company 
is required to provide parts and components within 
the 15-year limit; and for the third group, no end-of-
service date exists (this represents around 50% of the 
components listed). The complete listing of Table 1 
showed that the company manages approximately 
1300 components, exclusively used in service parts 
for discontinued products. 

These 1300 components are required in around 
1800 service parts for discontinued products (there 
are more service parts than components as each 
component can be used in various parts). In turn, 
these parts are used in 6530 end products 
(appliances). The 1300 components represent 14% of 
the total number managed by the company and 9% of 
the company stock value. Three percent of these 
components representing obsolete stock. Another 
conclusion from analysing Table 1 was that 
approximately 50% of the components had no active 
supplier assigned.  

This represents a major difficulty for the 
management and procurement of those components, 
because if a stock-out of one of these components 
occurred, the company would have to start a 
negotiation process with a new supplier, meaning 
long lead times. The lack of an active supplier could 
be due to two reasons: the usual component supplier 
has ceased trading or a long time has passed since the 
company has placed an order with the supplier who, 
due to production changes, is not able or not willing 
to supply that component anymore. 

4.2 A Procedure to Eliminate Obsolete 
Component Stocks 

The previous project stage identified some obsolete 
components stocks. A procedure to eliminate these 
stocks was required. The stock of these components 
could simply be sold as scrap; nevertheless, they 
could still be valuable as components for the 
production of service parts of discontinued products, 
despite the fact that the company has no obligation to 
do so. 

In the past, if the company received an order for a 
service part which was no longer active (covered 
under the post product life cycle period) and for 
which there was no available stock, the client was 
informed that the company was no longer required to 
provide this service part and the stock out was not 
considered a service-level failure by the company. 
Nevertheless, it is clear that this situation could reflect 
badly on the company. To avoid these kinds of 
problems a procedure to eliminate obsolete stocks 
was defined, as shown in Figure 3. 

In this situation, clients are informed which 
service parts have reached the end-of-service period. 
Clients are informed that if they wish they may place 
a final order for these service parts. If the stock 
components for the of end of life service parts is 
sufficient to cover the client’s final order, the order is 
delivered. If the stock of components is not sufficient 
to cope with the service part production, an order for 
the required components is placed. After the final 
client orders, if some service parts or components 
remain in stock, they are then sold as scrap. This 
procedure is now scheduled for the beginning of each 
year for all service parts which have reached their 
end-of-life date the previous year. 

This procedure allows obsolete stock to be 
removed, including both spare parts and the 
components which they alone use, given the direct 
link between the two. In addition, the warehouse 
space allocated to these parts and components 
becomes available for other stock. Finally, and most 
importantly, this approach ensures customer 
satisfaction (service level), given that the customer is 
warned in advance of the service part’s end-of-life. 
They are provided with the opportunity to make a last 
order, guaranteeing a fixed quantity and with a lead 
time of around one month. It was also decided that 
this procedure would be carried out at the start of each 
year, covering the service parts which had reached 
their end-of-life during the previous year. 

4.3 A Procedure to Manage Active 
Service Parts  

This last stage of the project defined a procedure to 
improve the management process of active service 
parts. The main objective of managing service parts 
is to establish a component ordering procedure which 
ensures an adequate inventory level. The availability 
of components to produce service parts is vital to the 
company. Long lead times are associated with 
component orders and this is not acceptable to the end 
customer who is waiting for their household 
appliance to be repaired. 
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Figure 3: Flowchart showing the procedure to eliminate obsolete stock.

The process for acquiring the components used to 
manufacture the service parts for end products which 
are still current is relatively simple as this depends on 
the demand (for spare parts). However, when there is 
intermittent demand for service parts, forecasting 
methods are used so that inventory levels can be 
properly managed.  

In the past, the company used the average service 
part demand over the previous six months to forecast 
the demand for the next six months, whenever the 
component reorder point was reached. The forecast 
demand for the next six months would help anticipate 
the component procurement process and the service 
part production, thus avoiding long lead times for the 
final client. In this respect, two distinct situations are 
possible: (1) service parts with components for which 
there are active suppliers and (2) service parts with 
components for which there are no active suppliers. 
In both cases demand forecasting is important to 
guarantee an effective procurement process and 
efficient inventory level management. Additionally, 
in the second case forecasting is also important to 
help the purchasing department negotiate with 
potential new suppliers. 

At the beginning of the project the company 
considered that the forecasting method used was not 
the most effective. Thus, in order to identify which 

forecasting method to use for managing service parts 
it was decided to study the demand patterns (using 
available data from a seven-year period).  

The service parts were classified according to 
their demand patterns as: slow moving, intermittent, 
erratic and lumpy, as proposed by Syntetos et al. 
(2005). This classification was made considering the 
values calculated using: inter-demand interval (IDI) 
and the squared coefficient of variation of the demand 
sizes (CV2).  

Considering that the company had asked to avoid 
complex algorithms that would be difficult for the 
user to understand and considering the available data, 
three demand forecasting models were tested: the 
Croston Model (Croston, 1972), the SBA model 
(Syntetos and Boylan, 2005) and the simple average 
in use by the company. 

As proposed by the authors, demand for slow 
moving components should be forecast by the 
Croston method and the others by the SBA model. 
Using historical data, the accuracy of these models 
was compared with the result obtained using the 
simple average procedure in place in the company. 
The comparison of the models was made comparing 
the forecasting errors, considering the mean absolute 
percentage error (MAPE). Table 2 presents the inter-
demand interval (IDI) and the squared coefficient of 
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variation of the demand sizes (CV2) for three 
randomly selected service parts. 

The forecasting errors obtained for each 
component are presented in Table 3. It is clear that 
there is no forecasting method tested which 
outperforms the others for all the cases. Thus, it was 
decided to keep the simple average procedure, 
already in place in the company. This decision is in 
accordance with the findings of Sytentos et al. (2015). 

Table 2: Demand patterns of three randomly selected 
service parts. 

 SP. 1 SP. 2 SP. 3 
IDI 2.35 1.02 1.94 
CV2 1.25 0.37 2.7 

Having identified the forecasting model to be 
used, the support database developed during this 
project (referred to in the previous section) was used 
to elaborate a list of all the components with no 
available supplier. For these components, a single 
average of the past demand (since time 0) was used to 
estimate their future demand till the end of their 
service life.  This list was sent to the purchasing 
department who was responsible for initiating 
contacts to find potential suppliers for those 
components. 

The demand estimate based on past demand 
helped the purchasing managers negotiate with the 
selected suppliers. To avoid the same problem in the 
future (where components have no supplier 
available), a simple procedure represented in Figure 
4 was implemented in the company. 

Table 3: Performance of the forecasting models. 

Service Parts Forecasting model MAPE 

1 
SBA (α = 0.10) 43% 
Average 42% 

2 
Croston (α = 0.17) 76% 
Average 96% 

3 
SBA (α = 0.15) 202% 
Average 203% 

The database developed during this research 
project allowed an historical record to be created, 
comprising demand data for the service parts. At the 
beginning of each year, the list of components is 
checked to identify all components where demand 
existed last year. For these components, all suppliers 
are contacted to verify if they are still able to deliver 

the required component. If not, the purchasing 
department will be required to initiate contacts to find 
a new supplier. 

For the components with available suppliers the 
procurement process in place in the company will be 
as follows. Whenever the reorder point is attained, an 
order to satisfy the demand for the next six months 
will be made, considering the simple average of the 
past six months’ demand. 

5 RESULTS 

This project allowed the company to make the 
management of spare parts during the post product 
life cycle more efficient and reliable, anticipating 
some of the problems usually felt. To achieve this 
objective, several procedures were developed to 
support the procurement decisions for these spare 
parts, according to the time period remaining that the 
company has to assure the availability of spare parts.  

The comparison of forecasting methods showed 
that a simple six-month average could produce 
adequate results to define the order quantity for 
service parts. The procurement and inventory 
management procedures for service parts described 
were implemented in the company and have been 
used on an ongoing basis. 

The implemented procedures led to a 4% 
reduction in stock outs, raising the service from a 
level of 95% to 99%. The improvement essentially 
resulted from a set of formal procedures that 
guarantee the existence of suppliers for any service 
parts components in the post product life cycle. This 
avoided extremely long lead times from a negotiation 
process which does not meet the expectations of final 
clients.  

Another result of this project was a 10% reduction 
of the inventory value of service part components in. 
This was mainly due to eliminating obsolete stock, 
which also helped increase warehouse efficiency.  

6 CONCLUSION 

This paper demonstrates how an action research 
project can provide performance improvements in the 
management of service parts used in the post product 
life   cycle.   Simple,    but    formal    procedures   are 
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Figure 4: Procedure to guarantee the availability of suppliers.

employed to eliminate obsolete stocks and to manage 
active service parts. The simplicity of the developed 
procedures was important for their acceptance in the 
company, since it is well known that most managers 
feel uncomfortable if they are unable to understand 
the models that support the results. Moreover, 
available methods described in the literature often 
require data which is not available in most companies. 

The procedures implemented during the project 
make use of a forecasting method. To choose the 
forecasting method three well known models were 
tested: the Croston model, the SBA model and a 
simple six-month average of past demand. It was 
found that no method outperforms the others, 
therefore it was decided to maintain the six-month 
average already in use in the company. 

The implementation of the procedures has 
allowed the company to improve the service levels of 
service parts for past product life cycle. 

The action research model used in the 
development of the procedures to manage spare parts 
for the post product life cycle contributed both to 

achieving practical results in the field and to 
developing new knowledge. This was achieved 
through the active participation of both researchers 
and company employees, which characterises the 
action research model. 
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Abstract: Different allocation strategies can be found in the literature to deal with the multi-armed bandit problem under
a frequentist view or from a Bayesian perspective. In this paper, we propose a novel allocation strategy, the
possibilistic reward method. First, possibilistic reward distributions are used to model the uncertainty about
the arm expected rewards, which are then converted into probability distributions using a pignistic probability
transformation. Finally, a simulation experiment is carried out to find out the one with the highest expected
reward, which is then pulled. A parametric probability transformation of the proposed is then introduced
together with a dynamic optimization, which implies that neither previous knowledge nor a simulation of the
arm distributions is required. A numerical study proves that the proposed method outperforms other policies
in the literature in five scenarios: a Bernoulli distribution with very low success probabilities, with success
probabilities close to 0.5 and with success probabilities close to 0.5 and Gaussian rewards; and truncated in
[0,10] Poisson and exponential distributions.

1 INTRODUCTION

The multi-armed bandit problem has been at great
depth studied in statistics (Berry and Fristedt, 1985),
becoming fundamental in different areas of eco-
nomics, statistics or artificial intelligence, such as re-
inforcement learning (Sutton and Barto, 1998) and
evolutionary programming (Holland, 1992) .

The name bandit comes from imagining a gam-
bler playing with K slot machines. The gambler can
pull the arm of any of the machines, which produces a
reward payoff. Since the reward distributions are ini-
tially unknown, the gambler must use exploratory ac-
tions to learn the utility of the individual arms. How-
ever, exploration has to be controlled since excessive
exploration may lead to unnecessary losses. Thus, the
gambler must carefully balance exploration and ex-
ploitation.

In its most basic formulation, a K-armed ban-
dit problem is defined by random variables Xi,n for
1 ≤ i ≤ K and n ≥ 1, where each i is the index of
an arm of a bandit. Successive plays of arm i yield
rewards Xi,1,Xi,2, ... which are independent and iden-
tically distributed according to an unknown law with
unknown expectation µi. Independence also holds for
rewards across arms; i.e., Xi,s and X j,t are indepen-

dent (and usually not identically distributed) for each
1≤ i < j ≤ K and each s, t ≥ 1.

A gambler learning the distributions of the arms’
rewards can use all past information to decide about
his next action. A policy, or allocation strategy, A is
then an algorithm that chooses the next arm to play
based on the sequence of previous plays and obtained
rewards. Let ni be the number of times arm i has been
played by A during the first n plays.

The goal is to maximize the sum of the rewards re-
ceived, or equivalently, to minimize the regret, which
is defined as the loss compared to the total reward that
can be achieved given full knowledge of the problem,
i.e., when the arm giving the highest expected reward
is pulled/played all the time. The regret of A after n
plays can be computed as

µ∗n−
K

∑
i=1

µiE[ni], where µ∗ = max
1≤i≤K

{µi}, (1)

and E[·] denotes expectation.
In this paper, we propose two allocation strategies,

the possibilistic reward (PR) method and a dynamic
extension (DPR), in which the uncertainty about the
arm expected rewards are first modelled by means
of possibilistic reward distributions. Then, a pig-
nistic probability transformation from decision the-
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ory and transferable belief model is used to convert
these possibilistic functions into probability distribu-
tions following the insufficient reason principle. Fi-
nally, a simulation experiment is carried out by sam-
pling from each arm according to the corresponding
probability distribution to identify the arm with the
higher expected reward and play that arm.

The paper is structured as follows. In Section 2
we briefly review the allocation strategies in the litera-
ture. In Section 3, we describe the possibilistic reward
method and its dynamic extension. A numeric study
is carried out in Section 4 to compare the performance
of the proposed policies against the best ones in the
literature on the basis of five scenarios for reward dis-
tributions. Finally, some conclusions are provided in
Section 5.

2 ALLOCATION STRATEGY
REVIEW

As pointed out in (Garivier and Cappé, 2011), two
families of bandit settings can be distinguished. In
the first, the distribution of Xit is assumed to belong
to a family of probability distributions {pθ,θ ∈ Θi},
whereas in the second, the rewards are only assumed
to be bounded (say, between 0 and 1), and policies
rely directly on the estimates of the expected rewards
for each arm.

Almost all the policies or allocation strategies in
the literature focus on the first family and they can
be separated, as cited in (Kaufmann et al., 2012), in
two distinct approaches: the frequentist view and the
Bayesian approach. In the frequentist view, the ex-
pected mean rewards corresponding to all arms are
considered as unknown deterministic quantities and
the aim of the algorithm is to reach the best parameter-
dependent performance. In the Bayesian approach
each arm is characterized by a parameter which is en-
dowed with a prior distribution.

Under the frequentist view, Lai and Robbins (Lai
and Robbins, 1985) first constructed a theoretical
framework for determining optimal policies. For spe-
cific families of reward distributions (indexed by a
single real parameter), they found that the optimal
arm is played exponentially more often than any other
arm, at least asymptotically. They also proved that
this regret is the best one. Burnetas and Katehakis
(Burnetas and Katehakis, 1996) extended their result
to multiparameter or non-parametric models.

Later, (Agrawal, 1995) introduced a generic class
of index policies termed upper confidence bounds
(UCB), where the index can be expressed as simple
function of the total reward obtained so far from the

arm. These policies are thus much easier to compute
than Lai and Robbins’, yet their regret retains the op-
timal logarithmic behavior.

From then, different policies based on UCB can be
found in the literature. First, Auer et al. (Auer et al.,
2002) strengthen previous results by showing simple
to implement and computationally efficient policies
(UCB1, UCB2 and UCB-Tuned) that achieve loga-
rithmic regret uniformly over time, rather than only
asymptotically.

Specifically, policy UCB1 is derived from the
index-based policy of (Agrawal, 1995). The index of
this policy is the sum of two terms. The first term
is simply the current average reward, x̄i, whereas the
second is related to the size of the one-sided confi-
dence interval for the average reward within which the
true expected reward falls with overwhelming proba-
bility. In UCB2, the plays are divided in epochs. In
each new epoch an arm i is picked and then played
τ(ri+1)−τ(ri) times, where τ is an exponential func-
tion and ri is the number of epochs played by that arm
so far.

In the same paper, UCB1 was extended for the
case of normally distributed rewards, which achieves
logarithmic regret uniformly over n without knowing
means and variances of the reward distributions. Fi-
nally, UCB1-Tuned was proposed to more finely tune
the expected regret bound for UCB1.

Later, Audibert et al. (Audibert et al., 2009) pro-
posed the UCB-V policy, which is also based on upper
confidence bounds but taking into account the vari-
ance of the different arms. It uses an empirical ver-
sion of the Bernstein bound to obtain refined upper
confidence bounds. They proved that the regret con-
centrates only at a polynomial rate in UCB-V and that
it outperformed UCB1.

In (Auer and Ortner, 2010) the UCB method of
Auer et al. (Auer et al., 2002) was modified, leading
to the improved-UCB method. An improved bound
on the regret with respect to the optimal reward was
also given.

An improved UCB1 algorithm, termed minimax
optimal strategy in the stochastic case (MOSS),
was proposed by Audibert & Bubeck (Audibert and
Bubeck, 2010), which achieved the distribution-
free optimal rate while still having a distribution-
dependent rate logarithmic in the number of plays.

Another class of policies under the frequentist
perspective are the Kullback-Leibler (KL)-based al-
gorithms, including DMED, Kin f , KL-UCB and kl-
UCB.

The deterministic minimum empirical divergence
(DMED) policy was proposed by Honda & Take-
mura (Honda and Takemura, 2010) motivated by
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a Bayesian viewpoint for the problem (although a
Bayesian framework is not used for theoretical anal-
yses). This algorithm, which maintains a list of arms
that are close enough to the best one (and which thus
must be played), is inspired by large deviations ideas
and relies on the availability of the rate function asso-
ciated to the reward distribution.

In (Maillard et al., 2011), the Kin f -based algorithm
was analyzed by Maillard et al. It is inspired by the
ones studied in (Lai and Robbins, 1985; Burnetas and
Katehakis, 1996), taking also into account the full
empirical distribution of the observed rewards. The
analysis accounted for Bernoulli distributions over the
arms and less explicit but finite-time bounds were ob-
tained in the case of finitely supported distributions
(whose supports do not need to be known in advance).
These results improve on DMED, since finite-time
bounds (implying their asymptotic results) are ob-
tained, UCB1, UCB1-Tuned, and UCB-V.

Later, the KL-UCB algorithm and its variant KL-
UCB+ were introduced by Garivier & Cappé (Gariv-
ier and Cappé, 2011). KL-UCB satisfied a uniformly
better regret bound than UCB and its variants for arbi-
trary bounded rewards, whereas it reached the lower
bound of Lai and Robbins when Bernoulli rewards are
considered. Besides, simple adaptations of the KL-
UCB algorithm were also optimal for rewards gener-
ated from exponential families of distributions. Fur-
thermore, a large-scale numerical study comparing
KL-UCB with UCB, MOSS, UCB-Tuned, UCB-V,
DMED was performed, showing that KL-UCB was
remarkably efficient and stable, including for short
time horizons.

New algorithms were proposed by Cappé et al.
(Cappé et al., 2013) based on upper confidence
bounds of the arm rewards computed using differ-
ent divergence functions. The kl-UCB uses the
Kullback-Leibler divergence; whereas the kl-poisson-
UCB and the kl-exp-UCB account for families of
Poisson and Exponential distributions, respectively.
A unified finite-time analysis of the regret of these
algorithms shows that they asymptotically match the
lower bounds of Lai and Robbins, and Burnetas and
Katehakis. Moreover, they provide significant im-
provements over the state-of-the-art when used with
general bounded rewards.

Finally, the best empirical sampled average
(BESA) algorithm was proposed by Baransi et al.
(Baransi et al., 2014). It is not based on the compu-
tation of an empirical confidence bounds, nor can it
be classified as a KL-based algorithm. BESA is fully
non-parametric. As shown in (Baransi et al., 2014),
BESA outperforms TS (a Bayesian approach intro-
duced in the next section) and KL-UCB in several

scenarios with different types of reward distributions.

Stochastic bandit problems have been analyzed
from a Bayesian perspective, i.e. the parameter is
drawn from a prior distribution instead of considering
a deterministic unknown quantity. The Bayesian per-
formance is then defined as the average performance
over all possible problem instances weighted by the
prior on the parameters.

The origin of this perspective is in the work by
Gittins (Gittins, 1979). Gittins’ index based policies
are a family of Bayesian-optimal policies based on
indices that fully characterize each arm given the cur-
rent history of the game, and at each time step the arm
with the highest index will be pulled.

Later, Gittins proposed the Bayes-optimal ap-
proach (Gittins, 1989) that directly maximizes ex-
pected cumulative rewards with respect to a given
prior distribution.

A lesser known family of algorithms to solve ban-
dit problems is the so-called probability matching or
Thompson sampling (TS). The idea of TS is to ran-
domly draw each arm according to its probability of
being optimal. In contrast to Gittins’ index, TS can
often be efficiently implemented (Chapelle and Li,
2001). Despite its simplicity, TS achieved state-of-
the-art results, and in some cases significantly outper-
formed other alternatives, like UCB methods.

Finally, Bayes-UCB was proposed by Kaufmann
et al. (Kaufmann et al., 2012) inspired by the
Bayesian interpretation of the problem but retaining
the simplicity of UCB-like algorithms. It constitutes
a unifying framework for several UCB variants ad-
dressing different bandit problems.

3 POSSIBILISTIC REWARD
METHOD

The allocation strategy we propose accounts for the
frequentist view but they cannot be classified as either
a UCB method nor a Kullback-Leibler (KL)-based al-
gorithm. The basic idea is as follows: the uncertainty
about the arm expected rewards are first modelled
by means of possibilistic reward distributions de-
rived from a set of infinite nested confidence intervals
around the expected value on the basis of Chernoff-
Hoeffding inequality. Then, we follow the pignistic
probability transformation from decision theory and
transferable belief model (Smets, 2000), that estab-
lishes that when we have a plausibility function, such
as a possibility function, and any further information
in order to make a decision, we can convert this func-
tion into an probability distribution following the in-
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sufficient reason principle.
Once we have a probability distribution for the re-

ward in each arm, then a simulation experiment is car-
ried out by sampling from each arm according to their
probability distributions to find out the one with the
highest expected reward higher. Finally, the picked
arm is played and a real reward is output.

We shall first introduce the algorithm for rewards
bounded between [0,1] in the real line for simplicity
and then, we will extend it for any real interval. The
starting point of the method we propose is Chernoff-
Hoeffding inequality (Hoeffding, 1963), which pro-
vides an upper bound on the probability that the sum
of random variables deviates from its expected value,
which for [0,1] bounded rewards leads to:

P
(∣∣ 1

n ∑n
t=1 Xt −E[X ]

∣∣> ε
)
≤ 2e−2nε2 ⇒

P
(∣∣ 1

n ∑n
t=1 Xt −E[X ]

∣∣≤ ε
)
≥ 1−2e−2nε2 ⇒

P
(
E[X ] ∈

[ 1
n ∑n

t=1 Xt − ε, 1
n ∑n

t=1 Xt + ε
])
≥ 1−2e−2nε2

.

It can be used for building an infinite set of
nested confidence intervals, where the confidence
level of the expected reward (E[X ]) in the interval
I = [ 1

n ∑n
t=1 Xt − ε, 1

n ∑n
t=1 Xt + ε] is 1−2e−2nε2

.
Besides, a fuzzy function representing a possi-

bilistic distribution can be implemented from nested
confidence intervals (Dubois et al., 2004):

π(x) = sup{1−P(I),x ∈ I} .
Consequently, in our approach for confidence in-

tervals based on Hoeffding inequality, the sup of each
x will be the bound of minimum interval around the
mean ( 1

n ∑n
t=1 Xt ) where x is included. That is, the in-

terval with ε =
∣∣ 1

n ∑n
t=1 Xt − x

∣∣.

If we consider µ̂n = 1
n ∑n

t=1 Xt , for simplicity, then
we have:

π(x) =
{

min{1,2e−2ni×(µ̂n−x)2}, if 0≤ x≤ 1
0, otherwise

.

Note that π(x) is truncated in [0,1] both in the x
axis, due to the bounded rewards, and the y axis, since
a possibility measure cannot be greater than 1. Fig. 1
shows several examples of possibilistic rewards dis-
tributions.

3.1 A Pignistic Probability
Transformation

Once the arm expected rewards are modelled by
means of possibilistic functions, next step consists of

Figure 1: Possibilistic rewards distributions.

picking the arm to pull on the basis of that uncertainty.
For this, we follow the pignistic probability transfor-
mation from decision theory and transferable belief
model (Smets, 2000), which, in summary, establishes
that when we have a plausibility function, such as a
possibility function, and any further information in or-
der to make a decision, we can convert this function
into an probability distribution following the insuf-
ficient reason principle (Dupont, 1978), or consider
equipossible the same thing that equiprobable. In our
case, it can be performed by dividing π(x) function by∫ 1

0 min{1,1− e−2ni×(µ̂n−x)2}dx.
However, further information is available in form

of restrictions that allow us to model a better approx-
imation of the probability functions. Since a proba-
bility density function must be continuous and inte-
grable, we have to smooth the gaps that appear be-
tween points close to 0 and 1. Besides, we know
that the probability distribution should be a unimodal
distribution around the sampling average µ̂n. Thus,
the function must be monotonic strictly increasing in
[0, µ̂n) and monotonic strictly decreasing in (µ̂n,1].
We propose the following approximation to incorpo-
rate the above restrictions:
1. π(x) is transformed into an intermediate function

πr(x) as follows:

(a) Multiply the not truncated original function,
2e−2ni×(µ̂n−x)2

, by 1
2 in order to reach a maxi-

mum value 1.
(b) Fit the resulting function in order to have πr(0)

= 0 and πr(1) = 0:

∆low = e−2ni×(µ̂n)
2
, ∆up = e−2ni×(µ̂n−1)2

,

πr(x) =





e−2ni×(µ̂n−x)2−∆low
1−∆low

, if x≤ µ̂n

e−2ni×(µ̂n−x)2−∆up
1−∆up

, if x > µ̂n

0, otherswise

.
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Figure 2: Pignistic probability transformation examples.

Two exceptions have to be considered. When
all the rewards of past plays are 0 or 1, then the
transformations to reach πr(0) = 0 or πr(1) = 0
are not applied, respectively.

2. The pignistic transformation is applied to πr(x) by
dividing by

∫ 1
0 πr(x)dx, leading to the probability

distribution

P(x) = πr(x)/C, with C =
∫ 1

0
πr(x)dx.

Fig. 2 shows the application of the pignistic prob-
ability transformation to derive a probability distribu-
tion (in green) from the π(x) functions (in blue) in
Fig. 1.

The next step is similar to Thompson sampling
(TS) (Chapelle and Li, 2001). Once we have built the
pignistic probabilities for all the arms, we pick the
arm with the highest expected reward. For this, we
carry out a simulation experiment by sampling from
each arm according to their probability distributions.
Finally, the picked arm is pulled/played and a real re-
ward is output. Then, the possibilistic function cor-
responding to the picked arm is updated and started
again.

3.2 Parametric Probability
Transformation and Dynamic
Optimization

In the previous section, rewards were bound to the in-
terval [0,1] and the most used possibility-probability
transformation according to pignistic or maximal en-
tropy methods (Smets, 2000) was implemented. Now,
we extend rewards to any real interval [a,b] and in-
terpret the possibility distribution πr(x) as a proba-
bility distribution set that encloses any distribution
P(x) such as ∀A = [a,b]→ πr(x ∈ A) ≤ P(x ∈ A) ≤

1−πr(x /∈ A). Consequently, another distribution en-
closed by πr(x) that minimizes the expected regret for
any particular reward distribution could be used.

In order to trade off performance and computa-
tional cost issues, we were able to modify our previ-
ous probabilistic-possibilistic transformation to create
a family of probabilities just adding an α parameter as
follows:

P(x) = πα(x)/C with C =
∫ b

a
πα(x)dx

and

πα(x) =





e−2ni×α( µ̂n−x
b−a )2−∆αlow

1−∆αlow
, if x≤ µ̂n

e−2ni×α( µ̂n−x
b−a )2−∆αup

1−∆αup
, if x > µ̂n

0, otherwise

,

where

∆αlow = e−2ni×α( µ̂n
b−a )

2
,∆αup = e−2ni×α( µ̂n−1

b−a )2
,and α > 1.

By adding parameter α, it is possible to adjust the
transformation for any particular reward distribution
to minimize the expected regret. For this, an opti-
mization process for parameter α will be required.

Alternatively to manually tuning parameter α, we
propose modifying the PR algorithm to dynamically
tune it while bearing in mind the minimization of the
expected regret. Thus, the advantage of the new dy-
namic possibilistic reward (DPR) is that it requires
neither previous knowledge nor a simulation of the
arm distributions. In fact, the reward distributions are
not known in the majority of the cases. Besides, the
performance of the DPR against PR and other poli-
cies in terms of expected regrets will be analyzed in
the next section.

Several experiments have shown that the scale pa-
rameter α is correlated with the inverse of the vari-
ance of the reward distribution shown by the experi-
ment. As such, analogously to Auer et al. (Auer et al.,
2002), for practical purposes we can fix parameter α
as

α = 0.5× (b−a)2

˜var
, (2)

where ˜var is the sample variance of the rewards
seen by the agent and [a,b] the reward interval.

4 NUMERICAL STUDY

In this section, we show the results of a numerical
study in which we have compared the performance of
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PR and DPR methods against other allocation strate-
gies in the literature. Specifically, we have cho-
sen KL-UCB, DMED+, BESA, TS and Bayes-UCB,
since they are the most recent proposals and they out-
perform other allocation strategies (Chapelle and Li,
2001; Cappé et al., 2013; Baransi et al., 2014). Ad-
ditionally, we have also considered the UCB1 policy,
since it was one of the first proposals in the literature
that accounts for the uncertainty about the expected
reward.

We have selected five different scenarios for com-
parison. For this, we have reviewed numerical stud-
ies in the literature to find out the most difficult and
representative scenarios. An experiment consisting
on 50,000 simulations with 20,000 iterations each
was carried out in the five scenarios. The Python
code available at http://mloss.org/software/view/415
was used for simulations, whereas those policies not
implemented in that library have been developed by
the authors, including DMED+, BESA, PR and DPR.

4.1 Scenario 1: Bernoulli Distribution
and Very Low Expected Rewards

This scenario is a simplification of a real situation
in on-line marketing and digital advertising. Specif-
ically, advertising is displayed in banner spaces and
in case the customer clicks on the banner then s/he is
redirected to the page that offers the product. This is
considered a success with a prize of value 1. The suc-
cess ratios in these campaigns are usually quite low,
being about 1%. For this, ten arms will be used with a
Bernoulli distribution and the following parameters:
[0.1, 0.05, 0.05, 0.05, 0.02, 0.02, 0.02, 0.01, 0.01,
0.01].

First, a simulation is carried out to find out the best
value for parameter α to be used in the PR method,
see Fig. 3. α = 8 is identified as the best value and
used for this scenario 1. Note that in DPR, no previ-
ous knowledge regarding the scenario is required.

Now, the 50,000 simulations with 20,000 itera-
tions each are carried out. Fig. 4 shows the evolu-
tion of the regret for the different allocation strate-
gies under comparison along the 20,000 iterations
corresponding to one simulation (using a logarithmic
scale), whereas Fig. 5 shows the multiple boxplot cor-
responding to regrets throughout the 50,000 simula-
tions.

The first two columns in Table 1 show the mean
regrets and standard deviations for the policies. The
three with lowest mean regrets are highlighted in bold,
corresponding to DPR, PR and BESA, respectively.
The variance is similar for all the policies under con-
sideration. It is important to note that although PR

Figure 3: Selecting parameter α for PR in scenario 1.

(α = 8) slightly outperforms DPR, DPR requires nei-
ther previous knowledge nor a simulation regarding
the arm distributions, which makes DPR more suit-
able in a real environment.

Figure 4: Policies in one simulation for scenario 1,

Figure 5: Multiple boxplot for policies in scenario 1.

Note that in the above multiple boxplots negative
regret values are displayed. It could be considered
an error at first sight. The explanation is as follows:
the optimum expected reward µ∗ used to compute re-
grets is the theoretic value from the distribution, see
Eq. (1). For instance, in an arm with Bernoulli distri-
bution with parameter 0.1, µ∗ after n plays is 0.1×n.
However, in the simulation the number of success if
the arm is played n times may be higher than this
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Table 1: Statistics in scenarios 1, 2 and 3.

Bernoulli (low) Bernoulli (med) Bernoulli (G)

Mean σ Mean σ Mean σ

UCB1 393.7 57.6 490.9 104.9 2029.1 125.9

DMED+ 83.1 46.1 356.8 151.5 889.8 313.2

KL-UCB 130.7 47.9 491.5 104.3 1169.6 233.2

KL-UCB+ 103.3 46.0 349.7 104.7 879.7 254.5

BESA 78.1 53.9 281.6 260.9 768.75 399.2

TS 91.1 45.6 284.2 125.1 - -

Bayes-UCB 115.1 46.6 366.3 104.5 - -

PR 51.1∗ 49.2 380.5 426.2 431.0∗ 383.5

DPR 63.6 49.1 214.6∗ 185.1 643.0 387.1

amount, overall in the first iterations, leading to nega-
tive regret values.

4.2 Scenario 2: Bernoulli Distribution
and Medium Expected Rewards

In this scenario, we still consider a Bernoulli distri-
bution but now parameters are very similar in the 10
arms and close to 0.5. This leads to the greatest vari-
ances in the distributions, where in almost all arms in
half of the cases they have a value 1 and 0 in the other
half. Thus, it becomes harder for algorithms to reach
the optimal solution. Moreover, if an intensive search
is not carried out along a sufficient number of iter-
ations, we could easily reach sub-optimal solutions.
The parameters for the 10 arms under consideration
are: [0.5, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45, 0.45,
0.45].

First, a simulation was carried out again to find
out the best value for parameter α to be used in the
PR method in this scenario and α = 2 was selected.

In Fig. 6 the regrets throughout the 50,000 simula-
tions corresponding to the different policies are shown
by means of a multiple boxplot.

Figure 6: Multiple boxplot for policies in scenario 2.

It draws to attention the high variability on the re-
gret values for the PR method (α = 2). Fig. 7 shows
the histograms corresponding to PR (α= 2) and DPR.
As expected, regret values are mainly concentrated
close to value 0 and around value 1000. Note that
the success probability is 0.45 in 9 out of the 10 arms,

whereas it is 0.5 for the other one. The probability
difference is then 0.05 and as the reward is 1 (if suc-
cessful) and 20,000 iterations are carried out, we ex-
pect regret values around value 1000.

The dotted vertical lines in the histograms repre-
sent the regret value 0 and the mean regret throughout
the 50,000 simulations. Note that the mean regret for
PR is not representative. The number of regret obser-
vations around the value 1000 is considerably higher
for PR than DPR, which explains the higher standard
deviation in PR and demonstrates that DPR outper-
forms PR in this scenario.

Figure 7: Histograms for PR (α = 2) and DPR in scenario
2.

The three allocation strategies with lowest aver-
age regrets, highlighted in bold in the third and fourth
columns in Table 1, corresponds to DPR, BESA and
TS, respectively. However, DPR outperforms BESA
and TS, whose performances are very similar but
BESA has a higher variability.

4.3 Scenario 3: Bernoulli Distribution
and Gaussian Rewards

In this scenario, Bernoulli distributions with very low
expected rewards (about 1% success ratios) are again
considered but now rewards are not 0 or 1, they are
normally distributed. This scenario has never been
considered in the literature but we consider it inter-
esting for analysis. We can also face this scenario in
on-line marketing and digital advertising. As in sce-
nario 1, advertising is displayed in banner spaces and
in case the customer clicks on the banner then s/he is
redirected to the page that offers the product. How-
ever, in this new scenario the customer may buy more
than one product, the number of which is modeled by
a normal distribution.

The success ratios in these campaigns are usually
quite low, as in scenario 1, being about 1%. For this,
the ten arms will be used with a Bernoulli distribution
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and the following parameters: [0.1, 0.05, 0.05, 0.05,
0.02, 0.02, 0.02, 0.01, 0.01, 0.01]. Besides, the same
σ = 0.5 is used for the normal distributions, whereas
the following means (µ) are considered: [1, 2, 1, 3,
5, 1, 10, 1, 8, 1]. Moreover, all rewards are truncated
between 0 and 10. Thus, the expected rewards for the
ten arms are [0.1, 0.1, 0.05, 0.15, 0.1, 0.02, 0.2, 0.01,
0.08, 0.01], and the seventh arm is the one with the
highest expected reward.

TS and Bayes-UCB policies are not analyzed in
this scenario since both cannot be applied. α= 70 will
be used in the PR method. Fig. 8 shows the multiple
boxplot for the regrets throughout the 50,000 simula-
tions, whereas the mean regrets and the standard de-
viations are shown in last two columns of Table 1.

The three policies with lowest mean regrets, high-
lighted in bold in Table 1, correspond to PR, DPR and
BESA, respectively, the three with a similar variabil-
ity. However, PR outperforms DPR and BESA in this
scenario.

Figure 8: Multiple boxplot for policies in scenario 3.

4.4 Scenario 4: Truncated Poisson
Distribution

A truncated in [0,10] Poisson distribution is used in
this scenario. It is useful to model real scenarios
where the reward depends on the number of times
an event happens or is performed in a time unit, for
instance, the number of followers that click on the
”like” button during two days since it is uploaded.
The values for parameter λ in the Poisson distribution
for each arm are: [0.75, 1, 1.25, 1.5, 1.75, 2, 2.25].

The variant kl-poisson-UCB was also considered
for analysis, whereas TS and Bayes-UCB will no
longer be considered since both cannot be applied in
this scenario.

First, the selected value for parameter α to be used
in the PR method in this scenario is 12. Fig. 9 shows
the multiple boxplot for the regrets throughout the
50,000 simulations, whereas the first two columns in

Figure 9: Multiple boxplot in the fourth scenario (Poisson).

Table 2 show the mean regrets and standard devia-
tions.

One should observe the high variability on the re-
gret values in BESA. Fig. 10 shows the histograms
corresponding to BESA and DPR. As expected, re-
gret values are mainly concentrated around 7 values
(0, 5000, 10,000, 15,000, 20,000, 25,000, 30,000),
with the highest number of regret values around 0,
followed by 5000 and so on. Note that the different of
λ values in the 7 arms is 0.25 and 0.25×20,000 iter-
ations carried out in each simulation is 5000, which
matches up with the amount incremented in the 7
points the regrets are concentrated around.

The number of regret observations around the
value 0 regarding the remaining values is consider-
ably higher for DPR than BESA, which explains a
higher standard deviation in BESA and demonstrates
that BESA is outperformed by the other policies in
this scenario.

Figure 10: Histograms for BESA and DPR.

DPR again outperforms the other algorithms on
the basis of the mean regrets, including PR (α = 12),
see Table 2. kl-poisson-UCB Poisson is the only pol-
icy whose results are close to DPR and PR. However,
the variability in DPR is higher than in all the other
policies apart from BESA.
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Table 2: Statistics in scenarios 4 and 5.

Truncated Poisson Truncated Exponential

Mean σ Mean σ

UCB1 2632.65 246.03 1295.79 514.03

DMED+ 978.56 225.24 645.70 493.8

KL-UCB 1817.4 236.57 1219.98 510.69

kl-poisson-UCB 314.99 201.79 - -

KL-exp-UCB - - 786.30 498.16

KL-UCB+ 1190.64 225.82 813.45 494.59

BESA 2015.73 3561.5 755.87 2323.22

PR 196.24 212.45 580.31 2182.02

DPR 153.3∗ 409.17 282.83∗ 814.72

4.5 Scenario 5: Truncated Exponential
Distribution

A truncated exponential distribution is selected in this
scenario, since it is usually used to compare alloca-
tion strategies in the literature. It is used to model
continuous rewards, and for scales greater than 1 too.
Moreover, it is appropriate to model real situations
where the reward depends on the time between two
consecutive events, for instance, the time between a
recommendation is offered on-line until the customer
ends up buying. The values for parameter λ in the ex-
ponential distribution for each arm are: [1, 1/2, 1/3,
1/4, 1/5, 1/6].

The variant kl-exp-UCB was incorporated into the
analysis in this scenario, whereas TS and Bayes-UCB
cannot be applied.

The best value for parameter α for the PR method
is 6. Fig. 11 shows the multiple boxplot for the re-
grets throughout the 50,000 simulations. The mean
regret and the standard deviations are shown in last
two columns of Table 2.

PR and DPR again outperform the other policies,
with PDR being very similar to but slightly better than
PR in this scenario. Moreover, DPR requires neither
previously knowledge nor a simulation of the arm dis-
tributions, what makes DPR more suitable in a real
environment. The best four policies are the same as
in scenario 4, with a truncated Poisson, changing the
KL-poisson-UCB with KL-exp-UCB.

5 CONCLUSIONS

In this paper we propose a novel allocation strategy,
the possibilistic reward method, and a dynamic ex-
tension for the multi-armed bandit problem. In both
methods the uncertainty about the arm expected re-
wards are first modelled by means of possibilistic re-

Figure 11: Multiple boxplot for policies in the fifth sce-
nario.

ward distributions derived from a set of infinite nested
confidence intervals around the expected value. Then,
a pignistic probability transformation is used to con-
vert these possibilistic function into probability dis-
tributions. Finally, a simulation experiment is carried
out by sampling from each arm to find out the one
with the highest expected reward and play that arm.

A numerical study suggests that the proposed
method outperforms other policies in the literature.
For this, five complex and representative scenarios
have been selected for analysis: a Bernoulli distribu-
tion with very low success probabilities; a Bernoulli
distribution with success probabilities close to 0.5,
which leads to the greatest variances in the distribu-
tions; a Bernoulli distribution with success probabili-
ties close to 0.5 and Gaussian rewards; a truncated in
[0,10] Poisson distribution; and a truncated in [0,10]
exponential distribution.

In the first three scenarios, in which the Bernoulli
distribution is considered, PR or DPR are the policies
with the lowest mean regret and with similar variabil-
ity regarding the other policies. BESA is the only pol-
icy with results that are close to DPR and PR, mainly
in scenario 1. Besides, DPR and PR clearly outper-
form the other policies in scenarios 4 and 5, in which
a truncated Poisson and exponential are considered,
respectively. In both cases, DPR outperforms PR.
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Abstract: Given the rising growth in containerized trade, Container Terminals (CTs) are facing truck congestion at the 
gate and yard. Truck congestion problems not only result in long queues of trucks at the terminal gates and 
yards but also leads to long turn times of trucks and environmentally harmful emissions. As a result, many 
terminals are seeking to set strategies and develop new approaches to reduce the congestions in various 
terminal areas. In this paper, we tackle the truck congestion problem with a new dynamic and collaborative 
truck appointment system. The collaboration provides shared decision making among the trucking companies 
and the CT management, while the dynamic features of the proposed system enable both stakeholders to cope 
with the dynamic nature of the truck scheduling problem. The new Dynamic Collaboration Truck 
Appointment System (DCTAS) is developed using an integrated simulation-optimization approach. The 
proposed approach integrates an MIP model with a discrete event simulation model. Results show that the 
proposed DCTAS could reduce the terminal congestions and flatten the workload peaks in the terminal. 

1 INTRODUCTION 

In maritime logistics, one of the most important 
performance measures is the delivery time of a 
container to a customer. The containerized cargos are 
transported through the global supply chain, and each 
chain consumes a part of the total delivery time. Due 
to that, the decision makers in each phase of the 
transhipment operations are trying to reduce the total 
transshipment time taking into consideration the 
financial, economic, environmental, and even 
political barriers. 

Container terminals are essential nodes in the 
global supply chain due to the tremendous growth of 
the containerized cargo trade around the world (figure 
1). As a result, the research interests are directed to 
tackle the CTs’ problems and develop robust and 
reliable solutions for the terminal operators. Figure 2 
illustrates the various areas in CTs. Most of CTs can 
be divided into three main areas: Seaside, yard area, 
and landside. The seaside is the area where the vessels 
are berthed, loaded and/or unloaded with the desired 
containers using quay cranes. Containers are 
transported by internal transport means like manned 

trucks or automated guided vehicles to be temporarily 
stored in the yard blocks. At the yard, handling 
operations are performed using the yard equipment 
like yard cranes and straddle carriers. The operations 
in each yard block depend on vessel’s operations and 
hinterland operations. On the other side of the 
terminal, the landside comprises the gates, which are 
provided with X-Ray scanners where an import 
container is allowed to leave the terminal, and an 
export container is allowed to enter the yard area. 

CT problems were classified by (Bierwirth and 
Meisel 2010) to operational problems and strategic 
problems. The operational problems are related to the 
scheduling of operations and assignment of the 
resources. Operational problems are solved 
simultaneously in the short term and solutions and 
schedules are updated daily. Examples include berth 
allocation and quay crane assignment (Karam and 
Eltawil 2015; Karam and Eltawil 2016), and 
container handling problems (Mohamed Gheitha et 
al. 2014; Gheith et al. 2016). In this paper, more 
discussion about landside problems will be 
introduced mainly for managing the external trucks 
arrival. 
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Figure 1: Global containerized trade, 1996–2015 (million 
TEUs and percentage annual change). (Source: UNCTAD 
secretariat). 

Export/import containers are delivered/picked up 
from the terminal by external trucks. These trucks are 
operated by trucking companies to perform the 
delivery/pick-up operations in minimal time and cost. 
On the other hand, CTs set the appropriate schedules 
and rules to reduce the congestion in various terminal 
areas. To manage the transaction between the 
terminal and the trucking companies, some CTs 
adopted a Truck Appointment System (TAS) to 
control the arrival of external trucks, while some 
other terminals do not follow an appointment system. 
The appointment systems can be used to increase the 
service quality in CTs for all transshipment means; 
trucks, train, barges and vessels (Zehendner and 
Feillet 2014).  Many terminals have developed Truck 
Appointment Systems (TAS) to make balance in 
truck arrivals to alleviate the terminal rush hours. The 
benefits of the TAS have been reported in literature 
as will be shown later. In this paper, we propose a 
dynamic and collaborative appointment management 
solution to support decision makers in the terminals 
gain more benefits from applying the appointment 
systems. 

 

Figure 2: Operation areas of a seaport container terminal 
and flow of transports (Steenken et al. 2005). 

The remaining of the paper is organized as 
follows. Section 2 discusses related literature. The 
proposed system is explained in section 3. Section 4 
presents the numerical experiment. Section 5 shows 
the results, and section 6 illustrates the conclusion. 

2 PREVIOUS WORK 

Landside operations affect the whole terminal 
performance and therefore, decision problems related 
to landside operations received an increasing interest 
in literature. Scheduling the arrival of external trucks 
is considered one of the most important landside 
problems addressed in the literature. One of the 
earliest case studies is conducted by Murty et al. 
(2005) at HongKong International Terminal (HIT) , 
which resulted in the reduction of terminal congestion 
using the truck appointment system. Authors 
developed a decision support system based on an 
information system to help in making the terminal 
operational decisions efficiently. A comprehensive 
study by Morais and Lord (2006) is developed to 
review the appointment system implemented in 
terminals across North America. They adopted 
various strategies to reduce the idling of truck, 
congestion at gates and emissions related to CT 
drayage operations. Namboothiri and Erera, (2008) 
used a planning strategy for pickup and delivery 
operations in CTs based on an integer programming 
heuristic. The sequence of the drayage operations is 
determined by minimizing the transportation cost. An 
improvement in productivity and capacity utilization 
is obtained with some sensitivity to poor selection of 
the appointment time. 

Huynh and Walton (2008) and Huynh (2009) 
investigated limiting the arrivals and individual 
appointments versus the block appointments. In 
addition, they introduced combined mathematical 
model and DES model. Guan and Liu (2009) stated 
that the TAS is one of the most viable strategies to 
avoid the terminal congestion and improve the system 
efficiency. To achieve that, authors formulated a 
nonlinear optimization model and applied a multi-
server queuing model. Chen and Yang (2010) studied 
the export container’s drayage operations in Chinese 
CT. They proposed an integer programming model in 
order to reduce the transportation cost through time 
window management. They indicated that the peak 
arrivals are smoothed by solving the problem using a 
genetic algorithm (GA). Zhao and Goodchild (2010) 
studied the impact of using the arrival information of 
external trucks on the yard operations. They 
concluded that prior knowledge about the arrival time 
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of external trucks reduces the queue lengths at gates 
and re-handling frequency at the yard. Chen et al. 
(2011) introduced a stationary time-dependent 
queueing model providing a supporting tool to 
improve demand management at CTs. 

Simulation was used in many studies for 
developing and testing truck appointment systems. 
Sharif et al., (2011) developed an agent-based 
simulation model to achieve a steady arrival of 
external trucks at container terminals. The results 
showed that the congestion at CTs can be minimized 
by using gate congestion information and estimating 
the truck idling times. Karafa (2012) conducted a case 
study using a dynamic traffic simulation model to 
investigate the congestions and related emissions. 
They concluded that extending the gate working 
hours increases the terminal productivity and reduces 
the emissions especially at peak hours. Based on a 
previous work, Van Asperen et al., (2013) used a DES 
model to investigate the effect of truck announcement 
system on the yard operations performance, and a 
significant reduction in yard crane moves is obtained 
using the proposed algorithms. 

Zhang et al., (2013) developed an optimization 
approach for truck appointments to reduce the heavy 
truck congestions in CTs. A method based on Genetic 
Algorithms (GA) and Point Wise Stationary Fluid 
Flow Approximation (PSFFA) was designed to solve 
the problem that resulted in reducing truck turn times. 
In a series of papers, Chen, Govindan, Yang, et al. 
(2013), Chen, Govindan and Yang (2013) and Chen, 
Govindan and Golias (2013) studied various 
strategies and approaches to optimize the 
appointments of external trucks in the terminal. 
Various performance measures and objective are 
examined such as transportation cost, fuel 
consumption, shifted arrivals, and truck waiting 
times. A new concept of chassis exchange introduced 
by Dekker et al., (2013) to reduce the CT congestion 
using simulation as a calculation tool. Zhao and 
Goodchild (2013) used a hybrid approach of 
simulation and queuing models to examine the impact 
of the TAS on the performance of yard crane 
operations. The results showed a significant 
improvement in system performance and efficiency. 
Zehendner and Feillet (2014) formulated a mixed 
integer programming model to get the optimum 
number of appointments considering the CT 
workload. Results are validated using DES to ensure 
the improvements of service quality for both the 
trucks and also for all terminal resources. 

Azab and Eltawil (2016) studied the effect various 
arrival patterns of external trucks on truck turn times 
in CTs through a simulation-based study. Their 

results show that arrival patterns have a significant 
effect on the terminal performance in such a way that 
makes it important to consider the arrival pattern 
effects during the design of the truck appointment 
system. Li et al., (2016) proposed some response 
strategies that help in solving the problem of truck 
arrivals’ deviation from its appointments. Results 
showed that the greenness of operations is 
significantly affected by the use of truck 
appointments. Chen and Jiang (2016) introduced 
some strategies to manage the truck arrivals within 
the time windows based on truck-vessel service 
relationship to reduce the terminal congestion. 

To sum up, an increasing attention is paid to the 
TAS in literature. However, only two studies (Phan 
and Kim (2015) and Phan and Kim (2016)) 
investigated the TAS with considering the 
collaboration among trucking companies and the 
container terminal. In these two papers, an iterative 
approach is used to model the collaboration among 
trucking companies and the terminal operator. The 
iterative approach consists of two levels which are 
interconnected by a feedback loop. The first level is a 
mathematical model which includes a sub-problem 
for each trucking company to minimize the total 
waiting cost of trucks at the yard. On the other hand, 
the second level is a procedure to estimate the 
expected times at the yard of trucks based on the 
solution of first level. This iterative approach enables 
the collaboration process. 

By careful investigation of the approaches 
proposed in Phan and Kim (2015) and Phan and Kim 
(2016), we notice three gaps that are  needed to be 
covered to improve the existing approaches. The first 
gap is related to the second level where a simple 
procedure is typically used to estimate the truck turn 
times. This simple procedure lacks real world aspects 
such as the waiting times of trucks at gate. The second 
gap is that the existing approach did not consider the 
randomness of the terminal operations. The third gap 
is related to the number of times the trucking 
companies and terminal operator send their decisions 
to each other. According to Phan and Kim (2016) , 
their iterative approach needs about nine iterations on 
average to terminate and produce the final solution. 
In contrast, the proposed system in this paper requires 
only 2 iterations between trucking companies and the 
container terminal. From a practical point of view, 
large number of iterations may cause some of 
trucking companies not to submit their appointment 
applications for some reasons such as not having time 
to reschedule their truck operation or forgetting to 
resubmit their applications. In this case, the quality of 
the solution may be impaired.  
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Based on the above understandings, we propose a 
new approach for dynamic and collaborative truck 
appointment scheduling in container terminals. The 
proposed approach considers the collaboration 
among trucking companies and terminal operators by 
a pre-processing integration of a mixed integer 
programming model and a discrete event simulation 
(DES) model. The contributions of the proposed 
approach are as follows: 
1) The turn times of trucks are estimated based on a 

simulation model which enables capturing several 
real world aspects as well as the stochastic nature 
of the terminal operations.  

2) By employing the pre-processing integration, the 
trucking companies send their rescheduled 
appointments to the terminal two times only. 
Thus, this improves the applicability of the 
proposed new appointment system. 

3 THE PROPOSED DYNAMIC 
AND COLLABORATIVE 
TRUCK APPOINTMENT 
SYSTEM 

In this section, the proposed Dynamic Collaborative 
Truck Appointment System is introduced (DCTAS) 
based on the collaboration concepts. The paper 
introduces an integrated simulation optimization 
approach to achieve the collaboration goal 
considering both the dynamic and stochastic nature of 
the problem. The proposed DCTAS (figure 3) can be 
illustrated in five operational steps as follows: 

Step (1): each trucking company submits an 
arrival proposal to the terminal. This proposal 
contains the preferable arrival time of their external 
trucks based on some factors such as; ship arrival, 
container dwell time, ship departure, available trucks, 
etc.  

Step (2): once the terminal operators receive the 
submitted proposal, the terminal working load is 
updated and the performance measures are 
determined. To do this, a DES model of the terminal 
is introduced to help the terminal operator to estimate 
the total truck turn time for the trucking company and 
evaluate the terminal congestion at each yard block 
(YB) during each working hour (time window). It is 
assumed that the workload of the CT contains the set 
of confirmed appointments that are already reserved 
before the terminal appointment application's 
deadline for each time window (Tw) and the ship 
tasks assigned to each yard block. 

Step (3): The terminal operators publishes the 
schedule information online with the expected turn 
times for all submitted requests. Each trucking 
company is then capable of knowing how much time 
they are supposed to spend in the terminal (turn time) 
to achieve their delivery/pick up tasks. 

Step (4): To avoid going to the terminal in 
congestion times, the trucking company will use the 
mixed integer programming (MIP) model available as 
a scheduling tool for their trucks. The MIP model is 
solved to reduce the transportation cost in the CT 
considering the previous preferable arrival time (step 
1) and the terminal performance measures (step 2), 
and a new arrival request will be issued. 

Step (5): the new schedule will be submitted as a 
confirmed appointment request and the terminal 
workload will be updated waiting the new requests to 
be submitted and confirmed. 

 

Figure 3: The operational steps of the proposed DCTAS. 

As illustrated, the DCTAS provides an interactive 
management strategy between the stakeholders to 
cope with the dynamic nature of the appointment 
process in CTs. Interacting communication among 
stakeholders can be implemented easily using an 
online collaboration platform. In a previous work, 
(Azab et al. 2016) adopted a design thinking strategy 
to design and synthesize an online information system 
for transportation logistics. Whenever a trucking 
company is ready to submit the preferable arrival 
times, the system receives the appointments and deals 
with the workload updates and changes hourly. 
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Moreover, using the DES model is expected to 
enhance the solution and to accommodate the 
system’s actual variability and randomness. This 
randomness results from the stochastic operations and 
events such as the gate service rate, inter-terminal 
traveling times, yard crane handling rates, quay crane 
handling rate, and the failure of equipment. The 
proposed simulation optimization approach integrates 
the MIP model with the DES model in a pre-
processing way (Bierwirth and Meisel 2015) in which 
the problem under particular circumstances is solved 
to produce the input data for the other problem. The 
DES model provide the input to the MIP model. After 
solving the MIP model, the optimum truck 
appointment schedule is evaluated using the 
simulation model to get the turn time of trucks after 
optimization. 

3.1 The DES Model 

The DES model is built using “Flexsim CT®” 
package, which is a special software for simulating 
container terminal operations. The basic elements of 
the model are shown in figure 4. The 3D DES model 
includes five yard blocks, five yard cranes, four gates, 
and a single shared gate queue. When the external 
truck arrives at the gate according to the 
predetermined schedule (Tables 2-3), the truck joins 
a single queue shared among the four gates. Trucks 
will leave the gate queue to the first available gate and 
will be processed according to an Erlang distribution 
(0.65,4) (Guan and Liu 2009). Once the truck 
completes processing at the gate, the trucks are 
directed to the yard block that contains a container to

be picked up or to the location of the container where 
it will be dropped off. Yard cranes are the equipment 
that handles the container within the blocks to/from 
the external trucks. The external trucks leave the 
terminal after finishing the pickup/drop off operation. 
On the seaside of the terminal, the arriving vessels are 
berthed, and there is a truck gang that serves each 
quay crane assigned to the vessel. The internal trucks 
deliver the containers between the seaside and yard 
area. At the yard block, the highest priority is given 
to shipside operations, next to gate side operations 
and lastly to internal yard operations. 

There are some assumptions that are used in this 
simulation model. At the gates, it is assumed that all 
arriving trucks will share the same queue before 
going to the first available gate, and external trucks 
travel time within the terminal is neglected. As a 
result, the truck turn time will be the sum of the gate 
queue waiting time, the gate service time, the yard 
waiting time, and the yard service time. To obtain 
more accurate results, each time window is divided 
into four time intervals, and the average truck turn 
time is calculated per each time interval. Moreover, 
the collision of trucks traveling through the internal 
transportation network of the terminal is not 
considered. Because the problem is regarded as a 
design problem for a new appointment system, the 
input parameters are driven from literature and based 
on some experience. Berth and yard cranes service 
rates are represented by the average net moves/hr 
calculated form the busy time and truck throughput 
for each crane. Table 1 illustrates the input parameters 
to the DES model. 

 

Figure 4: 3D discrete event simulation model. 
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Table 1: the input parameters to DES model. 

General parameters 
Working hours (Tws) 8:00 am- 12 pm 

Truck speed (max) 300 m/min (18 km/hour) 

Container dwell time  Exponential(0.3) [days] 

Gate Parameters 
Process time (min) Erlang (0.65, 4) 

Gate capacity 1 truck/one gate 

Yard parameters 
Crane speed (max) 90 m/min (empty/loaded) 

Block capacity (max) 24 containers 

Crane net moves  27.7 move/hr (average) 

Quayside parameters 

crane speed (max) 120 m/min (empty/loaded) 

Crane net moves 12.3 move/hr (average) 

3.2 The Scheduling Problem: MIP 
Model 

In most container Terminals, the arrival of external 
trucks from the hinterland is a random process that is 
affected by the preferable arrival times of trucking 
companies. These preferable arrival times are not 
known by the terminal operators to be considered in 
planning and scheduling operations. As a result, a 
truck may arrive during a congestion time where the 
waiting time is costly and the emissions are high. On 
the other hand, if these trucks are forced to come at 
certain times that are specified by the terminal 
operators, it may be inconvenient for some trucking 
companies due to the trucks availability and other 
operations outside the terminal. To tackle this 
problem, the following mathematical model 
considers both, the convenience of trucking 
companies to arrive at their preferable times and the 
total time spent in the terminal which is influenced by 
the terminal congestion. 

Based on the mathematical models formulated by 
(Phan and Kim 2015), we modified the model to 
consider the truck turn time (TTjt) of trucks which is 
derived from the DES model. The proposed DCTAS 
assumes that each trucking company develops its 
preferable schedule considering the available number 
of trucks at each time window (skτ). The trucking 
company’s operator defines all tasks to be performed, 
which represents a pick up or a delivery operation for 
one container using one truck. Tasks that are assigned 
in the same preferable arrival hour (time window) are 
grouped together in one task group. For a certain task 
group, Containers can be delivered or picked up from 

the same yard block or from several yard blocks (table 
2). The used parameters and indices in MIP model are 
defined as follows: 
    
i index for a task group 
j index for a yard block 
k index for a trucking company 
τ  index of a time window 
t index of a time interval. Note that multiple 

time intervals exist in a time window 
bi

l earliest possible (lower) bound of the time 
window for task group i 

bi
u latest possible (upper) bound of the time 

window for task group i 
di number of tasks to be done for task group i 
Skτ number of available trucks of company k 

during time window τ 
pi most preferable time window at which 

containers of task group i to be stored or 
retrieved 

σ  number of time intervals per each time window 
aij  maximum number of containers of task i that 

can be allocated to yard block j 
w i

+ cost of late arrival by a unit time compared 
with the preferable time window of task i 

w i
- cost of early arrival by a unit time compared 

with the preferable time window of task i 
wk truck waiting cost in the terminal of truck 

company k per time interval 
P congestion penalty in $, a strategic parameter 

determined by the terminal manager. 
TTjt average truck turn time for a truck arriving at 

yard block j at time interval t derived variables 
from the DES model 

 
Sets 
I set of task groups. 
K set of trucking companies. 
T set of time intervals. 
J set of yard blocks j 
W set of time windows. 
 
Decision variables: 
Xijτ number of trucks for task group i which are 

deployed to yard block j at time window τ  
 
Derived variables from the MIP model: 
λijt average arrival rate of trucks for task group i at 

yard block j at time interval t 
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Minimize:  
  

 

 

(1) 

  
Subjected to:  
  

 
(2) 

  

 
(3) 

  

 
(4) 

  

(5) 

  

 
(6) 

  

(7) 

The objective function (1) is to minimize the cost 
of shifting (delaying or advancing) the appointment 
and the truck turn time (TTjt) cost within the terminal. 
The total number of scheduled trucks must satisfy the 
number of containers to be delivered or picked up (2). 
Constraint (3) states that the number of trucks to be 
assigned to task i cannot be larger than the resource 
level of the trucking company. The capacity 
constraint of each yard block is described in (4) to 
ensure that the number of containers for each task 
group have to be smaller than or equal to the available 
spaces in yard blocks. There is an earliest and latest 
feasible time window for each container (5). To 
calculate the arrival rate for each task group, 
constraint (6) is used. Constraint (7) illustrates the 
domain of each variable in the problem. 

4 NUMERICAL EXPERIMENTS 

In this section, a numerical example is solved to 
illustrate the operational scenario and performance of 

the proposed DCTAS. Table 2 shows a proposed 
appointment application for 4 trucking companies. 
Each trucking company is assumed to have a specific 
number of containers (di) in the terminal. The task 
group is a set of tasks that will be submitted by the 
same trucking company at the same preferred arrival 
time (pi). It is assumed also that each trucking 
company knows which yard block (j) holds its 
containers. To create a workload in the terminal, the 
externally confirmed applications and inter-terminal 
tasks are developed in order to investigate the 
response of the proposed system to the heavy-loaded 
time windows. The proposed system (DCTAS) is 
expected to shift the proposed arrival appointments to 
the time windows where the turn time cost will be 
minimized with consideration of the preferred arrival 
times. Table 3 illustrates the tasks that are assumed to 
be already reserved and confirmed.  

To start working with the DCTAS, all tasks are 
loaded to the simulation model input. Each task has a 
corresponding arrival time, the number of containers, 
and yard block location. By running the DES model, 
the external trucks arrive to the terminal model 
according to the predetermined scheduled times and 
released out of the system as the task is completed. 
The average truck turn times at each yard block are 
recorded for each time window to be used in the MIP 
model input. Other performance measures can be 
derived from the simulation model such as the queue 
length at gates, waiting times at gates and yard, 
service rate at gates and yard, cranes’ utilization, etc. 

Table 2: Proposed appointment applications for four 
trucking companies.  

Truck. 
Company 

Task 
group 

di Pi j 

TC1 
 

1 5 2 1 
2 3 4 2 

3 
1 

3 
1 

2 2 

TC2 
 

4 3 4 4 
5 4 3 2 
6 4 1 3 

TC3 
 

7 
4 

2 
1 

2 3 

8 
2 

1 
2 

3 4 

TC4 
 

9 3 2 4 

10 
1 

3 
3 

5 5 
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Table 3: the reserved tasks in the CT. 

Confirmed 
tasks 

Di Tw j 

11 30 2 1 
12 30 3 2 
13 30 2 3 
14 30 2 4 
15 30 3 5 

16 10 (to ship) 3-4 1 

To get statistically reliable results, the simulation 
model is run for 35 replications which are used to 
determine the 95% confidence intervals of the 
targeted mean performance measures. After obtaining 
the results from the simulation model, the derived 
variables are sent to the MIP model. The MIP model 
is solved using a personal computer with Intel® Core 
i7 CPU and 4 GB RAM. IBM Ilog CPLEX 
Optimization Studio version 12.2 is used to code the 
problem and get the optimum solution. The cost 
parameters in the objective function are assumed to 
be $1, $4, $5, and $2 per each time for  
wi

+, wi
-, wk, and P respectively. Table 4 shows the 

available number of trucks (skτ) for each trucking 
company per each time window. In Constraint 3, the 
number of available trucks is used to guarantee that 
the new assigned tasks do not exceed the trucking 
company’s available trucks per each time window. 

5 RESULTS AND ANALYSIS 

Table 5 shows the MIP model optimum solution of 
the provided instance. In Table 4, di represents the 
number of containers submitted before solving the 
problem. After solving the DCTAS problem, the Xijt 
describes the new scheduled tasks proposed for the 
trucking company to reduce the total cost of 
delivering a container to the terminal. There are three 
possibilities noticed from the results to occur after the 
solution to the input schedule of the DCTAS. The first 
possibility, there will be no change in the schedule 
such as task group 8. The second possibility, the task 
group preferred time window will be advanced or 
delayed resulting in an advancing and/or delaying 
cost without any change in the number of containers 
per task. For example, the arrival time of task group 
5 is shifted from Tw3 to Tw2. This seems reasonable 
because, at yard block 2, the workload in Tw3 was the 
highest among the other three time windows in the 
same block before the solution. The third possibility 
is that the task group will be decomposed to smaller 
mini-task groups. It is evident that the second and 

third possibility may occur together like in task 
groups 1, 2, 7, and 10. 

Table 4: the available number (Skτ) of trucks for each 
trucking company per each time widow. 

Truck. 
Company 

Tw1 Tw2 Tw3 Tw4 

TC1 3 5 6 4 
TC2 7 4 1 5 
TC3 6 1 2 4 
TC4 3 4 3 4 

Table 5: The DCTAS solution. 

 Truck. 
Company 

Obj. 
value 

($) 

Task 
group 

di Xijt Tw j 

TC1 137.8 

1 5 
2 1 

1 
3 4 

2 3 
1 1 

2 
2 2 

3 
1 1 4 1 
2 2 2 2 

 
TC2 

 
114.7 

4 3 3 4 4 
5 4 4 2 2 

6 4 4 1 3 

 
TC3 

101.75 
7 

4 4 4 1 

2 
1 2 

3 
1 3 

8 
2 2 1 2 
3 3 1 4 

TC4 130.31 

9 3 3 4 4 

10 
1 1 4 3 

5 
4 2 

5 
1 3 

To investigate the solution performance, the 
simulation model is used to test the performance of 
the output schedule from the MIP model and compare 
it with simulation results before solving the MIP 
model. In other words, we need to see how the 
proposed schedule differs from the optimum schedule 
after applying the DCTAS. The average truck turn 
times at each block j per each time window τ (TTjτ) 
are recorded for the proposed (preferred) 
appointments and the optimum appointments. Figures 
(5-9) show a comparison between the TTjτ values for 
the proposed (preferred) appointments by the 
trucking companies versus the optimum 
appointments after applying the DCTAS. 
 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

92



 

Figure 5: Average TT1τ. 

 

Figure 6: Average TT2τ. 

 

Figure 7: Average TT3τ. 

 

Figure 8: Average TT4τ. 

 

Figure 9: Average TT5τ. 

Results show that there is a difference between the 
TTjτ values before and after applying the proposed 
appointment management system. To confirm this 
difference, a t-test is conducted for TTjτ values with a 
95% confidence interval using Minitab 17 statistical 
software to test the 35 samples (replications) of TTjτ. 
The statistical results show that there is a significant 
difference between the average TTjτ values before and 
after solution for most points such as Tw3 at YB1, 
Tw4 at YB2, Tw4 at YB3, Tw3 at YB4, and Tw4 at 
YB. While, some points did not depict significant 
differences in average TTjτ such as Tw1 at YB2, Tw2 
at YB3, Tw2 at YB4, Tw4 at YB4. It is noticed that 
the number of proposed tasks within some task 
groups increased after solution because some task 
groups are decomposed to two or three tasks. 
However, this reduces the turn time cost for the 
external trucks, some trucking companies may be 
inconvenient due to shifting their preferable arrival 
times. For the CT, distributing the arrival 
appointments over the terminal working hours is good 
to avoid congestion in certain times windows. From 
another side, reducing congestion and decreasing 
waiting time will result in less emissions and less fuel 
cost as well increased efficiency for the trucking 
companies. The results showed also that the average 
queue length at gates is reduced by 21% and the 
average truck turn time is reduced by 22.6% after 
applying the proposed system. 

6 CONCLUSIONS 

This paper proposed an integrated appointment 
system by which both the CT and trucking companies 
collaborate in determining the arrival schedule of 
external trucks. The proposed Dynamic Collaboration 
Truck Appointment System (DCTAS) integrates a 
discrete event simulation model with an MIP model 
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using pre-processing integration. In the proposed 
DCTAS, the terminal operator firstly uses the 
simulation model to evaluate the turn times of the 
trucks considering their preferred arrival times. Then, 
the trucking companies solve the MIP model to 
reduce the total stay cost in the terminal. Finally, the 
terminal operator uses the rescheduled appointments 
of the trucking companies as inputs to the simulation 
model to produce the final appointment times and 
container schedule. 

The results showed that the DCTAS could reduce 
truck congestion at the time windows where the 
terminal workloads are high. Moreover, the DCTAS 
could smooth the terminal workload and balance the 
arrival processes of external trucks. Thus, both 
stakeholders can benefit from applying the proposed 
appointment strategy. In addition, the rescheduling 
frequency is reduced compared to the existing 
literature approaches.  

For future work, the proposed system will be 
implemented to a real case study and the effect of 
applying the proposed DCTAS on landside 
operations, yard operations and seaside operations 
will be investigated. Also, it is important to examine 
the emissions from trucks and terminal equipment 
after applying the DCTAS. One more issue that is 
expected to increase the appointment system 
performance is to consider truck sharing and 
collaboration between the trucking companies to 
reduce the empty truck trips. For instance, a trucking 
company may have a truck with an empty trip during 
a pickup task, which can be utilized by another 
trucking company to deliver a container to the 
terminal. This truck sharing process can be 
considered also in the appointment process.  
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Abstract: Large installation of distributed generations (DGs) of renewable energy sources (RESs) on distribution net-
work has been one of the challenging tasks in the last decade.According to the installation strategy of Japan,
long-term visions for high penetration of RESs have been announced. However, specific installation plans have
not been discussed and determined. In this paper, for supporting the decision-making of the investors, a new
scenario-based two-stage stochastic programming problemfor long-term allocation of DGs is proposed. This
problem minimizes the total system cost under the power system constraints in consideration of incentives to
promote DG installation. At the first stage, before realizations (scenarios) of the random variables are known,
DGs’ investment variables are determined. At the second stage, after scenarios become known, operation and
maintenance variables that depend on scenarios are solved.Furthermore, a new scenario generation procedure
with clustering algorithm is developed. This method generates many scenarios by using historical data. The
uncertainties of demand, wind power, and photovoltaic (PV)are represented as scenarios, which are used in
the stochastic problem. The proposed model is tested on a 34 bus radial distribution network. The results
provide the optimal long-term investment of DGs and substantiate the effectiveness of DGs.

1 INTRODUCTION

1.1 Background

Large penetration of RESs-based DGs in distribution
network implies that distribution companies (DIS-
COs) need to deal with the intermittent nature of
RES such as wind speed and solar radiation in order
to maintain the demand-and-supply balance contin-
uously, and accommodate expected demand growth
over the planning horizon (Eftekharnejad et al.,
2013). DGs refer to small-scale energy generations
and are most generally used to guarantee that suf-
ficient energy is available to meet peak demand.
Distributed generation planning (DGP), which de-
termines the optimal siting, sizing, and timing, is
modeled to tackle above problem. The objective of
DGP is to ensure that the reliable power supply to
the consumers is achieved at a lowest possible cost.
DGP plays an important role as a strategic-level plan-
ning in modern power system planning. Commonly
used approaches to solve the DGP are: sensitivity
analysis-based approaches, mixed-integer linear pro-

gramming, and nonlinear programming. However,
the above methods can not fully handle the uncer-
tainties. Consequently, stochastic programming and
metaheuristic-based approaches have been used these
days, to consider the uncertainties at the energy plan-
ning (Payasi et al., 2011; Jordehi, 2016).

1.2 Related Work

Much attention has been paid to solving several
stochastic problems for one-type capacity planning.
For multi-resource type, the scenario-based tech-
niques also have been proposed to consider various
uncertainties (Huang and Ahmed, 2009; Baringo and
Conejo, 2013b; Munoz et al., 2016).

In power system planning on transmission and
distribution network, many approaches have been
developed considering some RESs, energy conver-
sion and transmission, and the uncertainties that are
caused by demand, pricing, and intermittent renew-
ables (Verderame et al., 2010). An energy planning in
individual large energy consumers was formulated as
a mixed integer linear programming model by using
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fuzzy parameters in (Mavrotas et al., 2003). (Atwa
et al., 2010) proposed a probabilistic mixed integer
nonlinear problem for distribution system planning.

Several studies related to stochastic optimization
of DGP have been proposed. In (Fu et al., 2015),
a chance-constrained stochastic programming model
was formulated for managing the uncertainty of PV,
which was solved by an algorithm combining the
multi-objective particle swarm optimization with sup-
port vector machines. (Abdelaziz et al., 2015) pro-
vided an energy loss minimization problem which de-
termines the optimal location of RES-based DGs and
the location and daily schedule of dispatch-able DG.
In the problem, the uncertainties between wind power,
PV and demand were considered using the diago-
nal band Copula and sequential Monte Carlo method.
In (Saif et al., 2013), the uncertainties of wind en-
ergy, PV, and energy storage system were produced as
chronological ones for a two-layer simulation-based
allocation problem. In (Pereira et al., 2016), the al-
location problem of VAR compensator and DG was
formulated as a mixed-integer nonlinear problem and
solved by using meta-heuristic algorithms.

A two-stage architecture is commonly used in
stochastic programming approaches. At the first
stage, DGs’ investment variables are determined be-
fore realizations of random variables are known, i.e.,
scenarios. At the second stage, after scenarios be-
come known, operation and maintenance variables
which depend on scenarios are solved.

(Carvalho et al., 1997) modeled a two-stage
scheme problem of distribution network expansion
planning under uncertainty in order to minimize an
expected cost along the horizon and solved by the pro-
posed hedging algorithm in an evolutionary approach
to deal with scenario representation efficiently. In
(Krukanont and Tezuka, 2007), a two-stage stochas-
tic programming for capacity expansion planning was
provided in a power system of Japan. This model
includes the uncertainties of the demand, carbon tax
rate, operational availability. In (Wang et al., 2014), a
two-stage robust optimization-based model consider-
ing uncertainties of DG outputs and demand was pro-
vided for the optimal allocation of DGs and micro-
turbine. (Montoya-Bueno et al., 2015) proposed a
stochastic two-stage multi period mixed-integer lin-
ear programming model of renewable DG allocation
problem considering the uncertainties affected by de-
mand and renewable energy production.

As an allocation problem of energy storage sys-
tem (ESS), (Nick et al., 2014) formulated the op-
timal allocation problem as a two-stage stochas-
tic mixed-integer second-order cone programming
(SOCP) model. In (Nick et al., 2015), SOCP prob-

lem of ESS allocation was solved by using alterna-
tive direction method of multipliers. In (Asensio
et al., 2016a; Asensio et al., 2016b), the allocation
problem of DGs and energy storage was formulated
as a stochastic programming model for maximizing
the net social benefit taking account of demand re-
sponse. Since the cost of ESS is very expensive and
ESS seems not to be efficient at this stage, ESS is ex-
cluded from consideration in this paper.

In solving the two-stage stochastic programming,
an effective methodology to create proper scenarios
must be needed to represent various uncertainties be-
cause it is very difficult to realistically obtain all of the
information about the uncertainty and computation-
ally incorporate it into the model. In case some proba-
bility distributions are analytically estimated and used
instead, the problem commonly becomes very com-
plexed, even if the problem is small. Hence, when
the partial information of the uncertainty is available,
the stochastic programing model normally needs to be
solved using scenarios. There exist many techniques
of scenario generation (Dupačová et al., 2000). The
uncertainty modeling such as demand and wind speed
were developed to create scenarios in (Baringo and
Conejo, 2011). The proposed method uses dura-
tion curves which is approximated by some demand
blocks. (Baringo and Conejo, 2013a) performed the
scenario reduction by using K-means clustering algo-
rithm to arrange the historical scenarios of demand
and wind into clusters according to the similarities.
(Sadeghi and Kalantar, 2014) used Monte Carlo sim-
ulation and probability generation load matrix for ob-
taining the uncertainty of fuel and electricity price,
DG outputs, and load. In (Mazidi et al., 2014), the
Latin hypercube sampling was used to prepare sce-
narios of RESs. In (Seljom and Tomasgard, 2015), an
iterative-random-sampling-based scenario generation
algorithm was developed. They evaluated whether
the number of scenarios is enough to obtain reliable
results. In (Nojavan and allah Aalami, 2015), the
normal distribution and the Weibull distribution were
used for generating the scenarios of electric price, de-
mand, and meteorological data. The created scenarios
were reduced by the fast forward selection based on
Kantorovich distance approach. In (Montoya-Bueno
et al., 2016), a probability density function-based sce-
nario generation method was proposed for the alloca-
tion problem of wind power and PV.

1.3 Contribution

Most of scenario generation have not considered
the correlation between the uncertainties (e.g., de-
mand and solar radiation) and usually the uncertainty
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Figure 1: Outline of scenario generation. This figure shows the procedure focused on a block in Step 2.

separations to the levels have been made manually
(Baringo and Conejo, 2011; Montoya-Bueno et al.,
2016). It is necessary, however, to create scenarios
automatically in consideration of the correlations for
appropriate scenarios based on data. In optimization
problem mentioned above, many researches of opti-
mal DG allocation problem that takes into account the
uncertainties have been performed. Most of the stud-
ies have considered only one-year’s allocation and
daily/annual system operation. Realistically, in order
to accomplish the optimal system operation in multi-
period, obtaining the long-term optimal siting, sizing,
and timing is required. Hence, this study provides the
two main contributions as follows.

• A new scenario generation method with K-means
is proposed to create scenario-levels automati-
cally by using similarity measure. This procedure
uses historical data and can be implemented read-
ily. If K-means algorithm is simply applied to
the available data, it is not possible to take into
account the correlation between demand and me-
teorological data or seasonal characteristics (e.g.,
summer and winter). Hence, in the proposed ap-
proach K-means clustering is utilized in stages by
focusing on demand and seasons. Many scenarios
of demand, wind speed, and solar radiation are
generated and appropriate probabilities of each
scenario are calculated (not equal-probability) by
use of divided time blocks.

• A new long-term allocation problem of RES-
based DGs is proposed. This model is formu-
lated as a two-stage stochastic programming prob-
lem with the objective of minimizing the total
system cost. In the proposed model, some de-
vices and constraints are integrated for improv-
ing distribution system (i.e., limitation of reverse
power flow, generation of DG considering lag-
ging/leading power factor, capacitor bank (CB)).
Furthermore, the carbon emission costs and in-
centives are considered from the point of view
of international trends and economics because the
problems of carbon emissions are actively dis-

cussed at the Conference of the Parties to the UN-
FCCC to achieve a clean environment and the
government generally, in order to reach high re-
newable penetration levels, subsidizes the DIS-
COs that invest RES to their distribution system.

1.4 Paper Organization

The reminder of this paper is organized as follows. In
Section 2, the details of the proposed scenario gen-
eration procedure is described. Section 3 provides
the stochastic programming model. The results of the
numerical simulations are presented and discussed in
Section 4. Finally, the paper is concluded providing
some insights and summaries in Section 5.

2 SCENARIO GENERATION

This Section describes the proposed scenario gener-
ation method that applies K-means to historical data
(i.e. load, wind speed, solar radiation) in stages. The
goal is to obtain the scenario levels of demand, elec-
tricity price, wind speed, and solar radiation for creat-
ing specific scenarios. The role of K-means is to clas-
sify a original dataset into a certain number of clus-
tersK. The centroid of each cluster is the mean value
of the data allocated to each cluster. The algorithm
is based on the iterative fitting process as following
steps:

1. Select the number of clustersK according to
the specific problem. Randomly placeK points,
which represent the initial cluster centroids, into
the space represented by the clustered dataset.

2. Assign each data to the closest centroid base on
the distances.

3. When all data have been assigned, recalculate the
new cluster centroids using data allocated to each
cluster.

4. Repeat Steps 2 and 3 iteratively until there are no
changes in any mean, i.e. the centroids no longer

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

98



move. As a result, the clustered dataset is sepa-
rated into groups minimizing an objective func-
tion, in this paper a quadratic distance is used.

Historical data need to be available for scenario cre-
ation, i.e. hourly demand, wind speed, solar radiation,
and electricity price data for the 8760 hours of the
year. Figure 1 shows the overview of the proposed
scenario generation. The steps are described below:

Step 1) Normalize data into the [0.0,1.0] interval by
dividing by the maximum value of each feature
and simultaneously separate into two seasons :
summer (April-September) and winter (October-
March). Each seasonal group consists of 4380
hours block.

Step 2) Apply K-means (the number of clustersK =
4) to only the demand in each seasonal groups cre-
ated in Step 1 and allocate each data into four
groups. Figure 2 shows the clusters of the de-
mand. Moreover, wind speed, solar radiation and
price indexed to each demand data are also allo-
cated to the same clusters of the demand. Each
divided group is defined as atime block b, which
is related to the representatives of demand clusters
(e.g., peak-load of summer, middle-load of sum-
mer, low-load of winter). Total of the number of
hours in time blockb is represented asNhours

b .

Step 3) Apply K-means (K = 3) again into the de-
mand, wind speed, and solar radiation of the data
group created in Step 2 respectively and 9 data
groups are created per one block. Step 3-5 in Fig.
1 focus on the flow of the one of the data blocks
in Step 2.

Step 4) The mean values of each data block in Step
3 are used as a block representative to create the
factors of demand, wind speed, and solar radia-
tion. Note that the price levels are determined
by the mean values of the price within each de-
mand block. Renewable production models in
(Eduardo, 1994) and (Atwa et al., 2010) are used
in this paper so that renewable observation data
are transformed into power output (i.e., wind gen-
eration factor and PV generation factor)

Step 5) Considering the combination of each factor
made in Step 4, 27 scenarios are obtained for
each time block. Therefore, 216 scenarios are
obtained as the total number of scenarios. The
probabilities of the factors within each time block,
Prload

b,s ,PrWD
b,s ,PrPV

b,s ,are defined by the ratio of the
number of hours of the blocks divided in Step3
to the corresponding block in Step2, i.e.,Nhours

b .
Hence, the scenario probabilities Prb,s are calcu-

Figure 2: The clusters of demand in Step 2 (time blocks).

lated as:

Prb,s = Prload
b,s ×PrWD

b,s ×PrPV
b,s.

Note that the time blockb represents the demand pe-
riods related to season (e.g., high-demand in summer,
low-demand in winter) and the indexs represents the
scenarios in the time blockb (e.g., (high demand,
large wind, large PV), (low-demand, middle wind,
small PV)).

3 OPTIMAL LONG-TERM
ALLOCATION PROBLEM OF
DISTRIBUTED GENERATION

Two-stage stochastic linear programming is used as
a formulation of the long-term allocation problem of
DGs. The model uses the scenarios and provides the
optimal siting, sizing, and timing of RES-based DGs
to be installed (wind power and PV). The nomencla-
ture related to the problem formulation described in
Appendix.

3.1 Objective Function

This model minimizes the total system cost consisting
of the investment costπinv

t and operation & mainte-
nance cost in consideration of the incentiveµinc

t . The
expected value of the O&M cost in yeart is shown as:

∑
b∈ΩBt

Nhours
t,b ∑

s∈ΩSt,b

Prt,b,sπom
t,b,s , t ∈ ΩT (1)

where,ΩBt is the set of time blocks in yeart, Nhours
t,b

is the total hours of time blockb in t, ΩSt,b is the set
of the scenarios int andb, Prt,b,s is the probability of
the scenarios in t andb, andπom

t,b,s is the O&M cost
per unit time int, b, ands. In this paper, it is assumed
that the time blocks and scenarios are the same every
year,

ΩBt = ΩB,N
hours
t,b = Nhours

b ,ΩSt,b = ΩSb,Prt,b,s = Prb,s,
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because, in the same region, the trend of the demand
profile and the average of the weather data are consid-
ered not to change significantly. It is important to note
that the operational environment of the power sys-
tem is different in each year since the time-dependent
parameters exist, such as demand growth factor, dis-
count rate, and price increasing factor, although the
scenarios do not change.

Therefore, the aim of the model is minimizing the
total system cost over the planning horizonT:

Minimize:

∑
t∈ΩT

αt

(
πinv

t + ∑
b∈ΩB

Nhours
b ∑

s∈ΩSb

Prb,sπom
t,b,s

)
− ∑

t∈ΩT

µinc
t

(2)

whereαt =
1

(1+d)t is the present value factor.

3.1.1 Investment Costs

The following equations show the investment costs of
the substation, wind turbine, PV, and CB. The costs
are, respectively, annualized by using the interest rate
and lifetime of the devices. Therefore, the previous
year’s investment cost is added to the next one except
for the first year.

πinv
t = ∑

n∈ΩSS

πSS
anuX

SS,n
t + ∑

n∈ΩL

(πPV
anuX

PV,n
t

+πWD
anuXWD,n

t +πCB
anuX

CB,n
t )+πinv

t−1; t > 1,

(3)

πinv
t = ∑

n∈ΩSS

πSS
anuX

SS,n
t + ∑

n∈ΩL

(πPV
anuX

PV,n
t

+πWD
anuXWD,n

t +πCB
anuX

CB,n
t ) ; t = 1,

(4)

πSS
anu=

πSS
invi(1+ i)LSS

(1+ i)LSS−1
, (5)

πWD
anu =

πWD
inv i(1+ i)LWD

(1+ i)LWD −1
, (6)

πPV
anu=

πPV
inv i(1+ i)LPV

(1+ i)LPV −1
, (7)

πCB
anu=

πCB
inv i(1+ i)LCB

(1+ i)LCB −1
. (8)

3.1.2 Operation and Maintenance Costs

O&M costs are shown in the following equations. To-
tal O&M cost includes the power loss cost, unserved
energy cost, purchased energy cost, O&M cost of
DGs and CB, and CO2 emission cost.

πom
t,b,s = πloss

t,b,s+πENS
t,b,s +πSS

t,b,s+πnew
t,b,s+πCB

t,b,s+πemi
t,b,s,

(9)

πloss
t,b,s = πloss ∑

n,m∈ΩN

Sbasern,mIsqr,n,m
t,b,s , (10)

πENS
t,b,s = πENS ∑

n∈ΩL

SbasePENS,n
t,b,s , (11)

πSS
t,b,s = πSS

b,sη
SS
t ∑

n∈ΩSS

SbasePSS,n
t,b,s , (12)

πnew
t,b,s = Sbase ∑

n∈ΩL

(πPV
omPPV,n

t,b,s +πWD
om PWD,n

t,b,s ), (13)

πCB
t,b,s = Sbase ∑

n∈ΩL

πCB
omQCB,n

t,b,s , (14)

πemi
t,b,s = πemi,SS

t,b,s +πemi,DG
t,b,s , (15)

πemi,SS
t,b,s = ηemi

t Sbase ∑
n∈ΩSS

πCO2νSS
emiP

SS,n
t,b,s , (16)

πemi,DG
t,b,s = ηemi

t Sbase ∑
n∈ΩL

πCO2
(

νWD
emiP

WD,n
t,b,s

+νPV
emiP

PV,n
t,b,s

)
.

(17)

3.1.3 Incentive

Incentive will be paid for the new investment of DGs
by using the subsidy rare.

µinc
t = αt ∑

n∈ΩL

(
γWD
subπWD

inv XWD,n
t + γPV

subπ
PV
invXPV,n

t

)
.

(18)

3.2 Constraints

3.2.1 Power Balance Constraints

The following constraints describe the active and re-
active power balance of the load and substation buses.
It should be mentioned that the scenario of demand,
ηload

b,s , is used by multiplying the peak load of each
bus.

∑
n,m∈ΩN

(
Pn,m

t,b,s− rn,mIsqr,n,m
t,b,s

)
− ∑

m,n∈ΩN

(
Pm,n

t,b,s

)

+PENS,m
t,b,s +PWD,m

t,b,s +PPV,m
t,b,s = ηtηload

b,s Pload,m,

(19)

∑
n,m∈ΩN

(
Pn,m

t,b,s− rn,mIsqr,n,m
t,b,s

)
− ∑

m,n∈ΩN

(
Pm,n

t,b,s

)

+PSS,m
t,b,s = ηtηload

b,s Pload,m,

(20)

∑
n,m∈ΩN

(
Qn,m

t,b,s− xn,mIsqr,n,m
t,b,s

)
− ∑

m,n∈ΩN

(
Qm,n

t,b,s

)

+QWD,m
t,b,s +QPV,m

t,b,s +QCB,m
t,b,s = ηtηload

b,s Qload,m,

(21)

∑
n,m∈ΩN

(
Qn,m

t,b,s− xn,mIsqr,n,m
t,b,s

)
− ∑

m,n∈ΩN

(
Qm,n

t,b,s

)

+QSS,m
t,b,s = ηtηload

b,s Qload,m.

(22)
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3.2.2 Voltage and Current Equations

The nodal voltage equation and power flow equation
are shown as follows:

Vsqr,m
t,b,s −2(rm,nPm,n

t,b,s+ xm,nQm,n
t,b,s)

+|zm,n|2Isqr,m,n
t,b,s −Vsqr,n

t,b,s = 0,
(23)

Vsqr,m
t,b,s Isqr,m,n

t,b,s = Pm,n
t,b,s

2
+Qm,n

t,b,s
2
. (24)

To transform the non-linear equation (24) into the
linear equation, the piecewise linear approximation
described in (Zou et al., 2010) is used in this paper.
The equation is linearized as follows:

Vnom2Isqr,m,n
t,b,s = ∑

h∈ΩH

(
km,n,h

t,b,s ∆Pm,n,h
t,b,s

)

+ ∑
h∈ΩH

(
km,n,h

t,b,s ∆Qm,n,h
t,b,s

)
,

(25)

Pm,n
t,b,s = P+,m,n

t,b,s −P−,m,n
t,b,s , (26)

Qm,n
t,b,s = Q+,m,n

t,b,s −Q−,m,n
t,b,s , (27)

XP+,m,n
t,b,s +XP−,m,n

t,b,s ≤ 1, (28)

XQ+,m,n
t,b,s +XQ−,m,n

t,b,s ≤ 1. (29)

P+,m,n
t,b,s +P−,m,n

t,b,s = ∑
h∈ΩH

∆Pm,n,h
t,b,s , (30)

Q+,m,n
t,b,s +Q−,m,n

t,b,s = ∑
h∈ΩH

∆Qm,n,h
t,b,s , (31)

0≤ ∆Pm,n,h
t,b,s ≤ ∆Sm,n,h

t,b,s , (32)

0≤ ∆Qm,n,h
t,b,s ≤ ∆Sm,n,h

t,b,s , (33)

km,n,h
t,b,s = (2h−1)∆Sm,n,h

t,b,s , (34)

∆Sm,n,h
t,b,s =

VnomIm,n

H
. (35)

3.2.3 Current, Voltage, and Power Limits

The current on branches, voltage of buses, and power
flow on branches should be limited in the allowable
range:

0≤Vnom2Isqr,m,n
t,b,s ≤ Sm,n2

, (36)

V2 ≤Vsqr,m
t,b,s ≤V

2
, (37)

0≤ P+,m,n
t,b,s ≤VnomIm,nXP+,m,n

t,b,s (38)

0≤ P−,m,n
t,b,s ≤ Prev,m,nXP−,m,n

t,b,s , (39)

0≤ Q+,m,n
t,b,s ≤VnomIm,nXQ+,m,n

t,b,s , (40)

0≤ Q−,m,n
t,b,s ≤VnomIm,nXQ−,m,n

t,b,s . (41)

3.2.4 Maximum DG Size Limits

The following constraint defines the maximum DG
installation capacity of each bus:

∑
t∈ΩT

(PWDXWD,n
t +PPVXPV,n

t )≤ Pnode. (42)

3.2.5 DG & CB Generation Limits

0≤ PWD,n
t,b,s ≤ ηWD

b,s Pavl,WD,n
t , (43)

0≤ PPV,n
t,b,s ≤ ηPV

b,sPavl,PV,n
t , (44)

0≤ QCB,n
t,b,s ≤ Qavl,CB,n

t . (45)

Constraints (43) – (45) express the minimum and
maximum generation of DGs and CB. Note that the
scenarios of the wind power and PV, i.e., produc-
tion factorsηWD

b,s and ηPV
b,s, are used by multiplying

the maximum available output of each installed DG.
The following constraints show the maximum avail-
able output in each year:

Pavl,WD,n
t = PWDXWD,n

t CWD,n; t = 1, (46)

Pavl,WD,n
t = PWDXWD,n

t CWD,n+Pavl,WD,n
t−1 ; t > 1 (47)

Pavl,PV,n
t = PPVXPV,n

t CPV,n; t = 1, (48)

Pavl,PV,n
t = PPVXPV,n

t CPV,n+Pavl,PV,n
t−1 ; t > 1, (49)

Qavl,CB,n
t = QCBXCB,n

t CCB,n; t = 1, (50)

Qavl,CB,n
t = QCBXCB,n

t CCB,n+Qavl,CB,n
t−1 ; t > 1. (51)

The number of installations of DG and CB in each
bus is limited as,

∑
t∈ΩT

XWD,n
t ≤ XWD

n , (52)

∑
t∈ΩT

XPV,n
t ≤ XPV

n , (53)

∑
t∈ΩT

XCB,n
t ≤ XCB

n . (54)

The constraints of the reactive power produced by
DGs are expressed by using leading/lagging power
factor:

− tan(cos−1(λWD
lead))P

WD,n
t,b,s ≤ QWD,n

t,b,s

≤ tan(cos−1(λWD
lag ))PWD,n

t,b,s ,
(55)

− tan(cos−1(λPV
lead))P

PV,n
t,b,s ≤ QPV,n

t,b,s

≤ tan(cos−1(λPV
lag))P

PV,n
t,b,s .

(56)
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Figure 3: Distribution system configuration.

3.2.6 Investment Limits

The following constraints refer to the annualized and
actual investment cost limits considering the lifetime.

πinv
t ≤ πbgt

inv, (57)

∑
t∈ΩT

αt [ ∑
n∈ΩSS

πSS
invX

SS,n
t + ∑

n∈ΩL

(πPV
invXPV,n

t

+πWD
inv XWD,n

t +πCB
invXCB,n

t )]≤ πbgt
LT .

(58)

3.2.7 Energy Not Supplied Limits

The unserved power must be less than the demand:

0≤ PENS,n
t,b,s ≤ ηtηload

b,s Pload,n, (59)

0≤ QENS,n
t,b,s ≤ ηtηload

b,s Qload,n. (60)

3.2.8 Substation Limits

The following constraints show the generation limit
of the substation.

PSS,n
t,b,s ≤ Savl,SS,n

t√
1+ tan(cos−1(λSS))2

, (61)

0≤ QSS,n
t,b,s ≤ tan(cos−1(λSS))PSS,n

t,b,s , (62)

Savl,SS,n
t = SSS,n+Snew,n

t , (63)

Snew,n
t = XSS,n

t SSS; t = 1, (64)

Snew,n
t = XSS,n

t SSS+Snew,n
t−1 ; t > 1. (65)

The substation expansion is allowed up to the
maximum power:

Snew,n
t ≤ Snew,n. (66)

4 NUMERICAL SIMULATION

4.1 Distribution System

The 34-bus three-phase radial feeder, shown in Figure
3, is used to test the proposed scenario generation and
allocation problem. The system has 1 substation and
33 buses with/without load. Details of the network
are given in (Chis et al., 1997).

Table 1: Simulation parameters.

Total peak load
power

5.45 (MVA)
Initial available

substation power
5.50 (MVA)

Capacity of wind
turbine and PV

100, 2.5 (kW) Capacity of CB 100 (kVar)

Base power 10 (MVA) Base voltage 11 (kV)
Maximum power

that can be
installed at each

bus

250 (kW)
Maximum numbers
of wind turbine, PV
modules, and CB

2, 85, 5

Thermal capacity 6.5 (MVA) Substation voltage 1.04 (p.u.)
Annual demand

growth
2 (%)

Price increasing
factor

1 (%)

Minimum/
maximum limits

of voltage
magnitude

±5% (0.95 and
1.05 p.u.)

Number of
segments used in

the piecewise
linearization

2

Increasing factor
of emission cost

2 (%) Lifetime of devices 20 (years)

Investment cost of
transformer, wind

turbine, PV
module, and CB

20000,125155,
3455,38500(e)

O&M costs of wind
turbine, PV, and CB

0.0079,0.0064
(e/kWh)

,0.003(e/kVarh)

Subsidy rate of
wind turbine and

PV
10, 5 (%)

Power factor at the
substation

0.9013

Discount rate 12.5 (%)
Lagging/leading
power factor of

DGs
0.9013, 0.0

Interest rate 8 (%)
Cost of CO2

emission
30 (e/tCO2)

Investment budget
per year

350000 (e)
Emission rate of
purchased energy

0.55
(tCO2/MWh)

Investment budget
throughout the life
cycle of devices

5500000 (e)
Emission rate of
wind turbine and

PV

0.25 and 0.26
(tCO2/MWh)

Cost of not
supplied energy

15000
(e/MWh)

Maximum
expansion of the

substation
5 (MVA)

Candidate buses of
wind turbines

13-16, 21-27
Candidate buses of

PV
11, 12, 24-27,

31-34

Table 2: Model information.

Number of continuous variables 2,810,473
Number of general integer variables 444,960

Number of binary variables 570,240
Number of linear constraints 4,578,985

Number of non zero coefficients 14,070,169

4.2 Data and Parameters

The simulation parameters are shown in Table 1. Ac-
tual load data of Tokyo Electric Power Company
(TEPCO) are used as demand. The wind speed
and solar radiation are the meteorological observation
data of Miyakojima Island in Japan from Jan. 1, 2015
to Dec. 31, 2015. A twenty-year period is used as a
planning horizon. Demand, wind, PV, and price lev-
els are described in Table 3. The problem is solved
using Gurobi 6.5.0 (Gurobi 6.5.0, 2016) on a Linux-
based computer with 4-core IntelR©Core i7-4770 at
3.4 GHz and 24 GB of RAM. The information about
the overall model is described in Table 2.

4.3 Simulation Cases

The following three cases are consided:

Case A: The investment is only allowed for the ex-
pansion of the substation, i.e., the right-hand side
of Eq. (42) is zero.
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Table 3: Scenario factors of each time block. The values in
parentheses represent the factor’s probabilities.

Time
Blocks

Hours
Price

(e/MWh)
Demand
factors

Wind factors PV factors

97.63 0.61 (0.328) 0.41 (0.370) 0.65 (0.163)
1 1370 98.04 0.58 (0.328) 0.16 (0.207) 0.29 (0.602)

98.28 0.54 (0.344) 0.00 (0.423) 0.02 (0.235)
103.08 0.93 (0.433) 0.41 (0.329) 0.68 (0.321)

2 420 103.01 0.84 (0.236) 0.20 (0.443) 0.41 (0.371)
102.44 0.78 (0.331) 0.00 (0.229) 0.06 (0.307)
97.84 0.51 (0.212) 1.00 (0.423) 0.62 (0.910)

3 1316 97.68 0.48 (0.444) 0.23 (0.572) 0.28 (0.066)
97.19 0.44 (0.344) 0.00 (0.005) 0.01 (0.024)
100.60 0.73 (0.381) 0.92 (0.428) 0.68 (0.451)

4 1286 99.20 0.68 (0.171) 0.28 (0.022) 0.37 (0.271)
98.26 0.64 (0.448) 0.00 (0.550) 0.05 (0.278)
94.15 0.52 (0.245) 0.69 (0.109) 0.59 (0.070)

5 960 94.15 0.48 (0.453) 0.33 (0.529) 0.29 (0.060)
94.15 0.45 (0.302) 0.01 (0.361) 0.01 (0.870)
94.15 0.73 (0.324) 0.46 (0.236) 0.58 (0.155)

6 1205 94.15 0.69 (0.381) 0.24 (0.441) 0.28 (0.207)
94.15 0.66 (0.295) 0.00 (0.323) 0.03 (0.638)
94.15 0.62 (0.370) 0.50 (0.248) 0.57 (0.675)

7 1590 94.15 0.59 (0.304) 0.25 (0.354) 0.27 (0.143)
94.15 0.56 (0.326) 0.00 (0.397) 0.01 (0.182)
94.15 0.88 (0.502) 0.49 (0.323) 0.56 (0.726)

8 613 94.15 0.81 (0.168) 0.22 (0.393) 0.26 (0.096)
94.15 0.77 (0.330) 0.00 (0.284) 0.02 (0.178)

Table 4: O&M costs (e).

Cases A B C
Losses cost 1,163,844 1,012,212 786,011

Not supplied energy cost 45,320 67,221 4,937
Purchased energy cost 24,975,772 22,841,032 16,196,578

DG O&M cost 0 141,731 572,780
Capacitor bank cost 218,980 193,093 134,986

Emission cost 4,567,235 4,196,637 3,043,670
O&M system cost 30,971,152 28,451,927 20,738,962

Table 5: Total system costs (e).

Cases A B C
O&M system cost 30,971,152 28,451,927 20,738,962
Investment costs 413,085 2,228,716 8,369,486

Incentive 0 185,179 697,443
Total costs 31,384,236 30,495,464 28,411,005

Computational time 25262 s 277680 s 34693 s

Case B: All the constraints are considered.

Case C: Case B without investment constraints (57)
and (58).

4.4 Results and Discussions

Tables 4 and 5 show the O&M costs and total system
costs. Optimal location, sizing, and timing are shown
in Tables 6 and 7. The installation of DGs plays an
important role to reduce the total system cost despite
the fact that the investment costs are increasing. A
significant contribution is that it drastically reduces
the O&M costs (see Table 4). This is one of the gen-
eral benefits of DG installment. From Table 4, the
greatest cost savings occur in the emission cost be-
cause the emission rate of the purchased energy at
the substation is two times higher than that of the
DGs. Moreover, the losses cost and purchased energy
cost are reduced since most DGs are allocated around
the terminal buses of radial distribution system. As

Table 6: Optimal location and timing (bus).
Cases A B C
Years SUB CB SUB WD PV CB SUB WD PV CB

1

12 21
22 23
25 26
27 33

24 25
26

24 26
27 33

34

11 12
21 22
23 25
26 32

13 14
15 21
22 23
24 25
26 27

11 12
24 25
26 27
31 32
33 34

11 21
22 23
25 26

2 11 14
3 24 24
4 16
5 1 16
6 1 1
7 1 23
8 21
9 21 24
10
11
12 27
13 21 31 1 21 31 21 31

14
14 21
23 25

11 23
24

1
12 21

27

15
11 14
22 26

22 31
33

11 21
25 33

16
11 15

31
21 22
24 31

11 21
22 24

17 13 22
22 25

31
14 15
22 31

18
12 13
24 32

12
11 13

26

19
13 14
21 31

13 24

20 16
15 22
31 32

Table 7: Optimal sizing (kW).
Cases A B C
Years SUB CB SUB WD PV CB SUB WD PV CB

1 800 600 262.5 800 1500 1875 600
2 100 100
3 100 100
4 100
5 1000 100
6 1000 1000
7 1000 100
8 100
9 100 100
10
11
12 100
13 200 1000 200 200
14 500 300 1000 300
15 400 400 400
16 400 500 400
17 400 400 500
18 500 100 400
19 500 500
20 100 400

Total 2000 4100 2000 600 262.5 3000 2000 1800 1875 3900

shown in Table 6, the DGs allow the substation ex-
pansion to defer. However, the results imply that the
expansion is not inevitable due to the intermittent na-
ture of renewable DGs and the demand growth (see
Table 7).

The O&M cost of CB decreases even if the num-
ber of CB increases (see Tables 4 and 7), imply-
ing that CB co-exists well with the large amount of
the installed DGs. Without the budget constraints,
nearly the same amount of wind turbine and PV are
installed. However, in the consideration of the bud-
gets, the wind power to be installed is larger than PV
because it is affected by the high subsidy rate of wind.

In the same way, the simulations without the in-
centive were tested, i.e., the incentives of wind en-
ergy and PV are 0. The O&M and total system costs
are shown in Tables 8 and 9. Tables 5 and 9 indi-
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Table 8: O&M costs (e).

Cases A B C
Losses cost 1,163,844 1,000,584 795,689

Not supplied energy cost 45,320 71,244 359
Purchased energy cost 24,975,772 22,808,383 16,558,486

DG O&M cost 0 133,506 537,774
Capacitor bank cost 218,980 196,581 133,903

Emission cost 4,567,235 4,191,123 3,105,423
O&M system cost 30,971,152 28,401,420 21,131,633

Table 9: Total system costs (e).

Cases A B C
O&M system cost 30,971,152 28,401,420 21,131,633
Investment costs 413,085 2,262,126 7,914,809

Incentive 0 0 0
Total costs 31,384,236 30,663,546 29,046,443

Table 10: Optimal sizing under no incentive (kW).
Cases A B C
Years SUB CB SUB WD PV CB SUB WD PV CB

1 0 800 0 300 522.5 800 0 1000 2055 600
2 0 100 0 0 0 0 0 0 7.5 0
3 0 100 0 0 0 100 0 100 0 0
4 0 0 0 0 0 0 0 100 0 0
5 1000 0 1000 0 0 0 0 0 0 0
6 1000 0 0 0 0 0 0 100 0 0
7 0 0 0 0 0 0 1000 0 0 100
8 0 0 0 0 0 100 0 100 0 0
9 0 100 0 0 0 0 0 100 0 0
10 0 0 0 0 0 100 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0
13 0 200 0 0 0 200 0 0 0 300
14 0 500 0 0 0 300 0 0 0 300
15 0 400 1000 0 0 400 1000 0 0 400
16 0 400 0 0 0 500 0 0 0 400
17 0 400 0 0 0 400 0 0 0 400
18 0 500 0 0 0 0 0 0 0 500
19 0 500 0 0 0 0 0 0 0 400
20 0 100 0 0 0 0 0 0 0 500

Total 2000 4100 2000 300 522.5 2900 2000 1500 2062.5 3900

cate that the incentive is helpful to decrease the to-
tal system costs, though the O&M costs of case B is
increased slightly. The optimal sizing under no in-
centive is shown in Table 10. From this result, it is
suggested that PV is installed more than wind power
in the case that there are no incentives.

It is worth pointing out that the DGs have an im-
portant role in terms of system stability as well as cost
minimization. The average of the voltage deviations
of all scenarios in the first- and final- planning years
are illustrated per case in Figure 4. The figure shows
that the overall voltage drops as the demand increases
for twenty years. Besides, the large installation of
DGs makes the amplitude of the voltage more stable
than no DGs.

5 CONCLUSIONS

The paper has presented a procedure for creating the
demand and DG generation scenarios with K-means.
Simultaneously, a long-term allocation problem of
RES-based DGs has been formulated as a two-stage
stochastic programming problem and tested on the
34-bus distribution system. The obtained results and

Figure 4: Average of the voltages of all scenarios per case
in the first and final year.

insights are summarized as below:

• The long-term optimal solutions for the decision-
making are obtained by solving the stochastic op-
timization problem with the created scenarios.

• The uncertainties of scenarios are well-
represented because the substation expansions are
inevitable due to the renewable energy intermit-
tency, while the DG installation reduces the total
distribution system cost.

• The proposed method with K-means can be easily
implemented, improved to create many scenarios,
and expanded to a multi-stage architecture.

• The proposed problem determines the optimal
long-term siting, sizing, and timing of DGs, con-
sidering the variables and constraints with respect
to the practical equipment and economics.

• The results show that an optimal DG allocation is
quite important in order to reduce the system cost.

Future research include the following:

• Investigation of the planning results for a large
distribution system.

• Comparison with the existing methodologies to
analyze whether the results will be much differ-
ent.

• Improvement of the scenario generation by means
of the probability density function and time series
model.

• Extension to a multi-stage stochastic program-
ming problem and comparative evaluation of the
validity of the solution.
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APPENDIX

Nomenclature

Sets:
ΩB Set of time blocks
ΩH Set of blocks used for the piecewise lin-

earization of quadratic power
ΩL Set of load buses
ΩN Set of branches
ΩSS Set of substation buses
ΩT Set of years
ΩSb Set of scenarios in time blockb

Indices:
b Time block index
h Index of the segment used for the lin-

earization
n,m Index of bus numbers
t Time index
s Scenario index

Parameters:
πSS

anu,πWD
anu,πPV

anu,πCB
anu Annualized investment costs of trans-

former, wind turbine, PV module, and
capacitor bank

πSS
inv,π

WD
inv ,πPV

inv ,π
CB
inv Investment costs of transformer, wind

turbine, PV module, and capacitor bank

πbgt
inv Annual investment budget

πbgt
LT Investment budget throughout the life-

time of the devices to be installed
πWD

om ,πPV
om,πCB

om Operation and maintenance costs of
wind turbine, PV module, capacitor
bank

πloss Cost of power loss
πCO2 Cost of CO2 emission
πENS Cost of energy not supplied
πSS

b,s Cost of energy purchased from upper
grid at substation in time blockb and
scenarios

CWD,n,CPV,n,CCB,n Binary parameters whether busn is the
candidates to install wind turbines, PV
modules, and capacitor banks

d Discount rate
ηemi

t Increasing factor of emission cost
ηt Increasing factor of load
ηSS

t Increasing factor of energy cost
ηload

b,s Demand factor in time blockb and sce-
narios

ηWD
b,s ,ηPV

b,s Production factors of wind turbine and
PV module in time blockb and scenario
s

In,m Maximum current flow of branchn,m

kn,m,h
t,b,s Slope of theh-th block of the piecewise

linearization for branchn,m in year t,
time blockb, and scenarios

i Interest rate
LSS,LWD,LPV,LCB Lifetimes of transformer, wind turbine,

PV module, and capacitor bank
Nhours

b Number of hours in time blockb

Pload,n Active power of load in busn

PWD,PPV Maximum active power generations of
wind turbine and PV module

Pnode Maximum active power of RES that can
be installed in each bus

Prev,m,n Maximum reverse active power flow in
branchm,n

λSS Power factor at substation
λWD

lead,λ
WD
lag Leading/lagging power factors of wind

turbine
λPV

lead,λ
PV
lag Leading/lagging power factors of PV

module
QCB Maximum reactive power generation

per capacitor bank
Qload,n Reactive power of load in busn
rn,m Resistance of branchn,m
νSS

emi,ν
WD
emi ,ν

PV
emi Emission rates of purchased energy and

distributed generation
γWD
sub ,γ

PV
sub Subsidy rates for investment of wind

turbines and PV modules
H Number of segments used in the piece-

wise linearization
SSS Maximum power generation of new

transformers
Sn,m Maximum transmission capacity of

branchn,m
Snew,n Maximum new power allowed for in-

vestment in the substationn
SSS,n Existing power in the substationn
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Sbase Base power
V,V Minimum/maximum voltage magni-

tudes of the distribution network
Vnom Nominal voltage of the distribution net-

work
xn,m Reactance of branchn,m

XWD,n,XPV,n,XCB,n Maximum number of wind turbines, PV
modules, and capacitor banks to be in-
stalled in busn

zn,m Impedance of branchn,m
Prb,s Probability of scenarios in time blockb

Prload
b,s ,PrWD

b,s ,PrPV
b,s Probabilites of demand, wind power

production, and PV production in time
blockb and scenarios

∆Sn,m,h
t,b,s Upper bound ofh-th block of the power

flow of branchn,m in yeart, time block
b, and scenarios

αt Present value factor

Variables:
πCB

t,b,s Operation and maintenance cost of ca-
pacitor banks in yeart, time blockb, and
scenarios

πemi
t,b,s Costs of CO2 emission in yeart, time

blockb, and scenarios
πemi,SS

t,b,s ,πemi,DG
t,b,s Costs of CO2 emission from purchased

energy and DG in yeart, time blockb,
and scenarios

πinv
t Cost of investment in yeart

πloss
t,b,s Cost of power losses in yeart, time

blockb, and scenarios
πENS

t,b,s Penalty cost for energy not supplied in
yeart, time blockb, and scenarios

πnew
t,b,s Operation and maintenance costs of dis-

tributed generation in yeart, time block
b, and scenarios

πom
t,b,s Operation and maintenance costs of in

yeart, time blockb, and scenarios
πSS

t,b,s Cost of energy purchased from upper
grid at substation in yeart, time block
b, and scenarios

µinc
t Incentive for new installation of the dis-

tributed generations in yeart
Isqr,n,m
t,b,s Square of the current flow magnitude of

branchn,m in yeart, time blockb, and
scenarios

Pavl,WD,n
t ,Pavl,PV,n

t Total active power available of wind tur-
bines and PV modules to be installed in
busn and yeart

PENS,n
t,b,s Not served active power in busn, yeart,

time blockb, and scenarios
PWD,n

t,b,s ,QWD,n
t,b,s Active/reactive power generation of

wind turbines in busn, year t, time
blockb, and scenarios

PPV,n
t,b,s ,Q

PV,n
t,b,s Active/reactive power generation of PV

modules in busn, yeart, time blockb,
and scenarios

Pn,m
t,b,s,Q

n,m
t,b,s Active/reactive power flow of branch

n,m in yeart, time blockb, and scenario
s

P+,n,m
t,b,s ,Q+,n,m

t,b,s Active/reactive power flow (forward) of
branchn,m in yeart, time blockb, and
scenarios

P−,n,m
t,b,s ,Q−,n,m

t,b,s Active/reactive power flow (backward)
of branchn,m in year t, time blockb,
and scenarios

PSS,n
t,b,s ,Q

SS,n
t,b,s Active/reactive power purchased from

the grid at the substation in busn, year
t, time blockb, and scenarios

∆Pn,m,h
t,b,s ,∆Qn,m,h

t,b,s Value of theh-th block of the piece-
wise linearized active/reactive power of
branchn,m in yeart, time blockb, and
scenarios

Qavl,CB,n
t Total reactive power available of capac-

itor banks to be installed in busn and
yeart

QCB,n
t,b,s Reactive power compensated by capac-

itor banks in busn, yeart, time blockb,
and scenarios

Savl,SS,n
t Total power available in the substationn

and yeart
Snew,n

t New transformers installed in the sub-
stationn and yeart

Vsqr,n
t,b,s Square of voltage magnitude of busn in

yeart, time blockb, and scenarios

XSS,n
t ,XWD,n

t , Number of transformers, wind turbines,
PV modules, and capacitor banks to be
installed in busn and yeart

XPV,n
t ,XCB,n

t

XP+,n,m
t,b,s ,XP−,n,m

t,b,s Binary variable defined for for-
ward/backward active power flow of
branchn,m in yeart, time blockb, and
scenarios

XQ+,n,m
t,b,s ,XQ−,n,m

t,b,s Binary variable defined for for-
ward/backward reactive power flow of
branchn,m in yeart, time blockb, and
scenarios
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Abstract: Wind power is a leading technology in the transition to sustainable energy. Being a new and still more compet-
itive field, it is of major interest to investigate new techniques to solve the design challenges involved. In this
paper, we consider optimization of the inter-array cable routing for offshore wind farms, taking power losses
into account. Since energy losses in a cable depend on the load (i.e. wind), cable losses are estimated by con-
sidering a possibly large number wind scenarios. In order to deal with different wind scenarios efficiently we
used a precomputing strategy. The resulting optimization problem considers two objectives: minimizing im-
mediate costs (CAPEX) and minimizing costs due to power losses. This makes it possible to perform various
what-if analyses to evaluate the impact of different preferences to CAPEX versus reduction of power losses.
Thanks to the close collaboration with a leading energy company, we have been able to report results on a
set of real-world instances, based on six existing wind parks, studying the economical impact of considering
power losses in the cable routing design phase.

1 INTRODUCTION

With a total global capacity of more than 400 GW
by the end of 2015, wind power is a leading technol-
ogy in the transition away from fossil fuels. Having
a yearly market growth of 15-20%, it is however nec-
essary to face new challenges on a market that is al-
ways more competitive. According to [Gonzlez et al.,
2014] the expenses for electrical infrastructure of a
offshore wind farm account for 15-30% of the over-
all initial costs. Therefore, high-level optimization in
this area is a key factor. In this work we focus on the
cable routing between offshore wind turbines (the so
called inter-array optimization).

The power production of offshore turbines is col-
lected through one or more substations and then con-
veyed to the coast. The cabling will therefore con-
stitute a tree of cables from each substation to the
connected turbines. Different cables with different
costs, capacities and resistances are available on the
market and the task is therefore not only to connect
the turbines in the cheapest possible way, but also to
choose appropriate dimensions of the cables to mini-
mize losses.

Thanks to the collaboration with a leading energy

company it has been possible to build a detailed model
including nearly all the constraints arising in practical
applications, and to evaluate the savings of optimized
layouts on real cases. The resulting optimization tool
has been validated by company experts, and is now
routinely used by the planners.

Wind park cable routing optimization has ob-
tained considerable attention in the last years. Due to
the large number of constraints and the intrinsic com-
plexity of the problem, many studies (i.e. [Dutta and
Overbye, 2011, Gonzlez-Longatt and Wall, 2012, Li
et al., 2008, Zhao et al., 2009]) preferred to use ad-
hoc heuristics. Only a few papers used Mixed Inte-
ger Linear Programming (MILP), notably [Bauer and
Lysgaard, 2015, Fagerfjall, 2010, Dutta, 2012, Berzan
et al., 2011,Hertz et al., 2012,Cerveira et al., 2016,Pil-
lai et al., 2015]. A MILP approach boosted with
heuristics (a so-called mat-heuristic approach) to deal
with large-scale wind parks in an acceptable time
has been recently proposed in [Fischetti and Pisinger,
2016]. The present work is based on [Fischetti and
Pisinger, 2016] but focuses more on real applications
of the optimization model and on its economical im-
pact. Several variants of the problem have been pro-
posed in the literature. To the best of our knowledge
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only [Cerveira et al., 2016] has considered power loss
in cables. However, [Cerveira et al., 2016] does not
take into account variable cable loads due to fluc-
tuating wind. [Bauer and Lysgaard, 2015] proposes
an Open Vehicle Routing approach for this problem
adding the planarity constraints on the fly. In this
Open Vehicle Routing version of the problem, only
one cable can enter a turbine, even if this is often
not the case in the reality. In [Bauer and Lysgaard,
2015], the possibility of branching cables in the tur-
bines (as we are doing), is mentioned as a future work.
However, the substation limits, that could be a major
constraint in practical applications, are not considered
in [Bauer and Lysgaard, 2015]. Different approaches
for the cable network design are provided in [Berzan
et al., 2011]. The suggested approach is a divide-and-
conquer heuristic based on the idea of dividing the
big circuit problem into smaller circuit problems. The
proposed MILP model cannot deal with more than 11
turbines. In [Hertz et al., 2012] the cable layout prob-
lem for onshore cases is studied. The onshore cable
problem is similar to the offshore one with the fol-
lowing differences. First of all, the cable can be of
two types: underground cables (connecting turbines
to other turbines or to the above-ground level), and
above-ground cables. In the first case, the cables need
to be dug in the ground. Due to the fact that parallel
lines can use the same dug hole, parallel structures are
preferred (until a fixed number). The above-ground
level cables need to follow existing roads. Such con-
straints do not exist in the offshore case.

The main contribution of this paper is to anal-
yse how the inter-array cable routing of real-world
wind farms can be improved by using modern opti-
mization techniques. A particularly challenging as-
pect in the cable routing design, is to understand if
one could limit power losses by optimizing cable rout-
ing. As a general rule, cables with less resistance are
also more expensive, therefore we would like here to
make a proper trade-off between investments and ca-
ble losses. We formulate the optimization problem
with immediate costs (CAPEX) and losses-related
costs as two separate goals. The two objectives can be
merged into a single objective by proper weighing of
the two parts. The weighing factor can be considered
fixed or can vary: this makes it possible to perform
various what-if analyses to evaluate the impact of dif-
ferent preferences (i.e. of different weighing factors).
The latter approach is important in cases where a pos-
itive pay-back is demanded within a short time hori-
zon, or where liquidity problems hinder choosing the
best long-term solution. We report a study of both
approaches on a set of real-world instances.

In order to perform the above analysis, we devel-

oped a MIP approach to optimize the routing. In the
computation of power losses, it is shown that wind
scenarios can be handled efficiently as part of data
preprocessing, resulting in a MIP model of tractable
size. Tests on a library of real-life instances proved
that substantial savings can be achieved.

The rest of the paper is organized as follows: Sec-
tion 2 describes our MILP model, first presenting a
basic model and then improving and extending the
formulation. In particular, we show how to model
power losses, and propose a precomputing strategy
that is able to handle this non-linearity efficiently, thus
avoiding sophisticated quadratic models that would
make our approach impractical. Section 3 compares
our optimized solutions with an existing cable layout
for a real wind farm (Horns Rev 1), showing that mil-
lions of euro can be saved. Section 4 is dedicated to
various what-if analyses. Subsection 4.1 describes the
real-world wind farms that we considered in our tests
while Subsection 4.2 shows the results of our opti-
mization on a testbed of real-world cases, reporting
the impact of considering power losses for all the in-
stances. Subsection 4.3 is dedicated to the Pareto opti-
mality study. Some conclusions are finally addressed
in Section 5.

2 MATHEMATICAL MODEL FOR
CABLE ROUTING
OPTIMIZATION

2.1 Basic Model

In the present paper we assume that the location of the
turbines has already been defined. We wish to find an
optimal cable connection between all turbines and the
given substation(s), minimizing the total cable costs.
The optimization problem considers that:

• the energy flow leaving a turbine must be sup-
ported by a single cable;

• the maximum energy flow (when all the turbines
produce their maximum) in each connection can-
not exceed the capacity of the installed cable;

• different cables, with different capacities, costs
and impedances, can be installed;

• cable crossing should be avoided;

• a given maximum number of cables can be con-
nected to each substation;

• cable losses (dependent on the cable type, the ca-
ble length and the current flow through the cable)
must be considered in the optimization.
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We will first model the problem without cable
losses and then discuss in Subsection 2.2 how to effi-
ciently express these constraints. We model turbine
positions as nodes of a complete and loop-free di-
rected graph G = (V,A) and all possible connections
between them as directed arcs. Some nodes corre-
spond to the substations that are considered as the
roots of the trees, being the only nodes that collect
energy. Let Ph be the power production at node h. We
distinguish between two different types of node:

h ∈
{

VT if the h-th node correspond to a turbine
V0 if the h-th node correspond to a substation

Let T denote the set of different cable types that
can be used. Each cable type t has a given capacity kt
and unit cost ut , representing the cost per meter of the
cable (CAPEX). Arc costs can therefore be defined as
ct

i, j = dist(i, j)ut for each arc (i, j) and for each type
t ∈ T , where dist(i, j) is the distance between turbine
i and turbine j. In our model we use the continuous
variables fi, j ≥ 0 for the maximum flow on arc (i, j).
The binary variables xt

i, j define cable connections as

xt
i, j =

{
1 if arc (i, j) with cable type t is selected
0 otherwise

Finally, variables yi, j indicate whether turbines
i and j are connected (with any type of cable).
Note that variables yi, j are related to variables xt

i, j as
∑t∈T xt

i, j = yi, j. The overall model becomes:

min ∑i, j∈V ∑t∈T ct
i, jx

t
i, j (1)

s.t. ∑t∈T xt
i, j = yi, j i, j ∈V : j 6= i (2)

∑i:i 6=h( fh,i− fi,h) = Ph h ∈VT (3)

∑t∈T ktxt
i, j ≥ fi, j i, j ∈V : j 6= i, (4)

∑ j: j 6=h yh, j = 1 h ∈VT (5)

∑ j: j 6=h yh, j = 0 h ∈V0 (6)

∑i6=h yi,h ≤C h ∈V0 (7)
xt

i, j ∈ {0,1} i, j ∈V, t ∈ T (8)

yi, j ∈ {0,1} i, j ∈V (9)
fi, j ≥ 0 i, j ∈V, j 6= i (10)

The objective function (1) minimizes the total cable
layout cost. Constraints (2) impose that only one type
of cable can be selected for each built arc, and defines
the yi, j variables. Constraints (3) are flow conserva-
tion constraints: the energy (flow) exiting each node h
is equal to the flow entering h plus the power produc-
tion of that node (except if the node is a substation).
Constraints (4) ensure that the flow does not exceed
the capacity of the installed cable, while constraints
(5) and (6) impose that only one cable can exit a tur-
bine and none can exit the substations (tree structure

with root in the substations). Finally, constraints (7)
impose the maximum number of cables (C) that can
enter each substation.

In order to model no-crossing constraints we need
a constraint for each pair of crossings arcs, i.e. a
huge number of constraints. We have, therefore, de-
cided to generate them on the fly, as also suggested
in [Bauer and Lysgaard, 2015]. In other words, the
optimizer considers model (1) - (10) and adds the
following new constraints whenever two established
connections (i, j) and (h,k) cross

yi, j + y j,i + yh,k + yk,h ≤ 1. (11)

The reader is referred to [Fischetti and Pisinger, 2016]
for stronger versions of those constraints. Using
this approach, the number of non-crossing constraints
actually added to the model decreases dramatically,
making the model faster to solve. As presented,
the model is able to deal with small size instances
only. In order to produce high quality solutions in
an acceptable amount of time also for big instances
a “matheuristic” framework (as the one proposed in
[Fischetti and Pisinger, 2016]) should be used on top
of this basic model.

2.2 Cable Losses

In this section we propose an extension of the previ-
ous model taking cable losses into account. Let us
consider a generic cable (i, j) of type t, supporting a
current gt

i, j. Power losses increase with the square of
the current, according to the formula:

3Rt ·dist(i, j)(gt
i, j)

2 (12)

where Rt is the electrical resistance of the 3-phase
cable of type t, in Ω/m. The current gt

i, j obviously
depends on the considered wind scenario. As a con-
sequence, dealing with equation (12) directly in the
model, would imply dealing with non-linearities over
multiple scenarios. Nevertheless, (12) can be sim-
plified if we assume that all the turbines in the park
have the same power production under the same wind
scenario. This is a fair assumptions since typical
parks are constructed by using only one turbine model
and wake effect is not usually considered in electrical
studies. Under this assumption, the current Is passing
through a generic cable (i, j) of type t under scenario
s, can be expressed as a function of the number f of
turbines supported by the cable as:

PLosst, f ,s = ( f Is)2Rtdist(i, j). (13)

The value f = 1, ...F is limited by the capacity of the
cables. By introducing the dependency on f in our
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main binary variables (now xt, f
i, j ) we can re-write our

two objectives as:

min∑i, j∈V ∑t∈T ∑ f∈F ∑s∈S πsPLosst, f ,sxt, f
i, j (14)

and

min ∑i, j∈V ∑t∈T ∑ f∈F ct
i, jx

t, f
i, j (15)

where πs is the probability of scenario s. As we have
discussed earlier, minimizing losses can imply an in-
crease of the CAPEX cost, therefore the two objective
must be properly balanced. In some cases (e.g., when
there is no limit on the CAPEX) they can be merged,
by using a converting factor for the loss-related term:
this is the estimated cost for each MW of production
lost over the wind farm lifetime (Net Present Value).
This value (denoted as K) is an input value, that the
designer can set to the desired project-specific value.
The merged objective function, now expressed in e,
is then:

min ∑
i, j∈V

∑
t∈T

∑
f∈F

ct
i, jx

t, f
i, j

+K ∑
i, j∈V

∑
t∈T

∑
f∈F

∑
s∈S

πsPLosst, f ,sxt, f
i, j (16)

We notice that (16) can be rewritten as:

min ∑
i, j∈V

∑
t∈T

∑
f∈F

utdist(i, j)xt, f
i, j

+K ∑
i, j∈V

∑
t∈T

∑
f∈F

∑
s∈S

3πs( f Is)2Rtdist(i, j)xt, f
i, j =

min ∑
i, j∈V

∑
t∈T

∑
f∈F

(ut +K ∑
s∈S

3πs( f Is)2Rt)dist(i, j)xt, f
i, j (17)

The non-linear expressions in the objective func-
tion (17) can actually be handled implicitly in a
pre-processing phase, without changing the original
model (1)-(10) at all, according to the following idea.
We consider the basic model (1)–(10) without cable
losses on a modified instance where each cable type
is replaced by a series of “subcables” with discretized
capacity and modified cable cost taking both CAPEX
and revenue losses due to cable losses into account.

Nearly all wind farms are designed for only one
turbine type, hence the maximum power production
Ph of each turbine can be assumed to be 1, meaning
that we can express the cable capacity as the maxi-
mum number of turbines supported. Consider a cer-
tain cable type t that can support up to kt turbines. We
replace it by kt “subcable” types of capacity f = 1, 2,
..., kt whose unit cost is computed by adding both ca-
ble/installation unit costs (ut ) and loss costs (denoted
as losst, f ) considering the current produced by exactly
f turbines. Note that such unit costs increase with f ,
so the optimal solution will always select the subca-
ble type f supporting exactly the number of turbines
connected, hence the approach is correct.

The above approach allows us to easily consider
multiple wind scenarios without affecting the model
size. This is obtained by precomputing the subcable
costs by just considering a weighted average of the
loss cost under different wind scenarios (and hence
different current productions). To be more specific, if
we look again at formula (17), we can now precom-
pute the value

losst, f = K ∑s∈S 3πs( f Is)2Rt (18)

where πs is the probability of scenario s and Is is the
current produced by a single turbine under wind sce-
nario s, assuming negligible wake effect, i.e., all tur-
bines are producing the same amount of energy under
a given wind scenario s. We refer to the next subsec-
tion for a more detailed example of how cable costs
are pre-processed when considering losses. As said,
K is a factor to estimate the value (in e) of the MW
loss, and can be computed as K = Keuro ·8760 where
Keuro is the NPV for a MW/h production over the park
lifetime, and 8760 is the number of hours in a year.
Notice that Keuro acts as a weighting factor between
the two objectives: minimize CAPEX costs versus
minimize losses.

2.3 Loss Pre-computation

In this section we elaborate on our pre-computing
strategy proposed in the previous session, using a con-
crete example from the real wind park Horns Rev 1.
The park consists of 80 2MW turbines and is located
about 15 km from the Danish shore. This park will be
used as one of our test cases both in Section 3 and 4.

Fixed the turbine layout, one could consider dif-
ferent sets of cables to be used. Different sets can
differ in cable cross section or in voltage (33kV or
66kV generally), which reflects in different capacities
and resistances. The set of most adequate cables is se-
lected by the electrical specialists in the company. Of
course, different cables can lead to different solutions,
as we will see in Section 4.

We will now focus on one cable set only, in order
to better illustrate how different wind scenarios are
handled in the pre-processing phase. Changing the
cable data, the process is analogous.

Let us suppose that we are given a set of two ca-
bles: the cheapest one can support ten 2MW turbines
and the most expensive fourteen turbines. This set
of cables will be indicated as cb05 in Section 4. We
are provided with the following table, that reports the
characteristics of the two cable types.

If we want to optimize on CAPEX costs only, we
just need to input to the model the capacity of each
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Table 1: Cable information for cb05.
n. of resistance price install. price

cables type 2MW turb. [Ohm/km] [e/m] [e/m]

cb05 1 10 0.13 180 260
2 14 0.04 360 260

cable type and its overall cost (cable price plus instal-
lation cost). In this case, for example, this would be:

• type 1: supports up to 10 turbines with a unit cost
of 440 e/m

• type 2: supports up to 14 turbines with a unit cost
of 620 e/m

Table 2 shows how the model will compute the unit
price (CAPEX only) depending on the number of tur-
bines connected.

Table 2: CAPEX costs for cb05, depending on the number
of turbines connected.

n. of 2MW price
cable type turb. supported [e/m]

1

1 440
2 440
3 440
4 440
5 440
6 440
7 440
8 440
9 440

10 440

2

11 620
12 620
13 620
14 620

Notice that, considering CAPEX costs only, the
cost to use one type of cable is independent of how
many turbines it is connected to (up to the capacity
limit).

Let us now consider the losses in our optimization
using the strategy of Subsection 2.2. As we discussed
earlier, the power loss in a cable depends on the cur-
rent passing through it. Since only a discrete number
of turbines can be connected to each cable path, we
can express the current as a function of the number f
of turbines connected (as shown equation (18)) with-
out any loss of precision in the result.

Still referring to equation (18), the losses depend
also on the wind statistics in the site. We can define a
wind scenario (s) as a wind speed and its probability
to occur (πs). At a given wind speed, a given turbine
will produce a specific current (Is).

Wind scenarios can be defined in different ways.
In this paper we used both real measurements and sce-
narios derived from Weibull distributions for the spe-
cific sites. For the Horns Rev 1 case we are consid-
ering, we had real measurements from the site, i.e., a
wind speed sample each 10 minutes for 10 years. We
grouped all these samples in wind-speed bins of 1m/s,
obtaining 25 wind scenarios (from 1 m/s to 25 m/s).
The probability of each scenario was obtained looking
at the frequency of the specific wind speed over all the
samples. In our tests we decided to bin our data ev-
ery 1 m/s, following the practice in electrical losses
computations. However this should not be considered
a limit: since the wind scenarios are handled in the
pre-processing phase, the number of scenarios does
not affect the size of the final optimization model.

Having computed Is and πs according to the sce-
nario definition, power losses can now be calculated.
Parameter Keuro = 690 e/MWh was computed by the
company experts for a wind park lifetime of 25 years,
while resistance Rt is defined according to Table 1.
Using equation (18), power loss costs losst, f can be
now precomputed. As shown in (17), the cost con-
sidered in the objective for each cable connection will
need to include the CAPEX costs (ut ) and the contri-
bution from losses (losst, f ). Therefore the final imput
to the optimization tool for Horns Rev 1 with cb05,
will be as shown in Table 3.

Table 3: Precomputed cable prices for cable cb05 (including
installation costs) precomputed considering fixed costs and
power losses for Horns Rev 1.

n. of 2MW price
cable type turb. supported [e/m]

1

1 441.16
2 442.71
3 445.27
4 448.87
5 453.50
6 459.15
7 465.83
8 473.54
9 482.28

10 492.04

2

11 639.77
12 643.41
13 647.36
14 651.63

A comparison between Tables 2 and 3 shows the
impact of considering losses on cable prices. While
from a installation perspective the cost for each cable
type is fixed, it now varies depending on how many
turbines are connected. As we will see, this can have
an impact on the optimal cable routing.
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3 COMPARISON WITH AN
EXISTING LAYOUT

We report in this section a comparison between our
optimized solutions (considering and not considering
losses) and the existing cable routing for Horns Rev 1,
a real-world offshore park located in Denmark. Fig-
ure 1 shows the actual design for Horns Rev 1 (from
[Kristoffersen and Christiansen, 2003]).

Figure 1: Existing cable routing for Horns Rev 1.

Three different types of cables are used: the
thinnest cable supports one turbine only, the medium
supports 8 turbines, and the thickest 16. We estimated
the costs and resistances of these cables based on the
cable cross section. The estimated prices are 85 e/m,
125e/m and 240e/m, respectively, plus an estimated
260e/m of installation costs (independent of the ca-
ble type). We ran our CAPEX optimization with the
above prices obtaining the layout in Figure 2. The
optimized layout is significantly different from the ex-
isting one. Looking at immediate costs, the optimized
layout is over 1.5 Me less expensive. As already said,
this layout is optimized only on immediate costs, nev-
ertheless if we estimate its value in 25 years (consid-
ering losses) this layout is still more profitable than
the existing one: considering both CAPEX and losses
the optimized layout is 1.6 Me more profitable than
the existing one (Net Present Value) .

By optimizing cable losses, one can further in-
crease the value in the long term. Figure 3 shows
the optimized solution considering losses (thus opti-
mizing the value of the cable route in its lifetime).
Compared with the existing layout (Figure 1), this
new layout is about 1.7 Me (NPV) more profitable
in 25years, and still around 1.5 Me cheaper at con-

Figure 2: Optimized layout for Horns Rev 1 (CAPEX costs
only): this layout results more than 1.5M e more profitable
than the existing one.

Figure 3: Optimized layout for Horns Rev 1 (considering
losses): in the wind park lifetime this layout is estimated to
be more than 1.7Me more profitable than the existing one.

struction time.
Table 4 summarizes the savings of the two opti-

mized layouts compared with the existing one, both
from an immediate cost perspective and from a long-
term perspective: values are expressed in Ke.

The test shows that millions of euros can be saved
using our optimization methods on real parks. In the
next section we want to focus on the other great ad-
vantage of using automatic optimization tools: the
possibility of performing a number of what-if anal-
yses. To the best of our knowledge, this is the first de-
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Table 4: Savings of optimized solutions compared with the
existing cable routing for Horns Rev 1.

Savings [Ke]
opt mode immediate in 25years
CAPEX 1544 1605
lifetime 1511 1687

tailed study on the impact of different design choices
on the cable routing itself and on its impact on imme-
diate costs (CAPEX) and long term costs.

4 WHAT-IF ANALYSIS

We performed a number of what-if analyses on dif-
ferent real-world wind farms. In particular we were
interest in understanding the impact of considering
power losses in the design phase. We will first com-
pare solutions optimized only for CAPEX costs, with
solutions optimized looking at the whole lifetime of
the park. We will then study the usage of differ-
ent types of cable (with different resistances) in both
cases, and the long-term savings compared with the
possible higher investments costs. We will also per-
form a multi-criteria analysis where the user can bal-
ance between initial costs and long-term savings: this
could be of interest, for example, when the company
requests that the higher investment must be paid off
in a limited number of years.

4.1 Test Instances

We tested our model on the real-world instances pro-
posed in [Fischetti and Pisinger, 2016]. They consider
five different real wind farms in operation in United
Kingdom and Denmark, and one new wind farm un-
der construction. These parks are Horns Rev 1, Ken-
tish Flats, Ormonde, Dan Tysk, Thanet and Horns Rev
3.

This dataset includes old and new parks, with dif-
ferent power ratings and different number of turbines
installed, and therefore represents a good benchmark
for our tests. Each park has one substation with its
own maximum number of connections (C).

In details:

• Horns Rev 1 has 80 turbines Vestas 80-2MW and
C = 10

• Kentish Flats has 30 turbines Vestas 90-3MW. It
is a near-shore wind farm, so it is connected to
the onshore electrical grid without any offshore
substation. Nevertheless, only one export cable is
connected to the shore, therefore the starting point
of the export cable is treated as a substation. We

set C = ∞ as there is no physical substation limi-
tation in this case.

• Ormonde has 30 Senvion 5MW and C = 4

• DanTysk has 80 Siemens 3.6MW and C = 10

• Thanet has 100 Vestas 90-3MW and C = 10

• Horns Rev 3 has 50 Vestas 164-8MW and C = 12

The dataset also includes different sets of cables,
indicated as cb01, cb02, cb03, cb04 and cb05.

The cost of the cables considering power losses
has been precomputed following the strategy pro-
posed in Subsection 2.2. We computed the cable-loss
prices using real measured data (for Horns Rev 1 and
3, Ormonde and DanTysk) and estimations based on
Weibull distributions (Kantish Flats and Thanet).

Each combination of site (i.e. wind farm) and fea-
sible cable set represents an instance in the testbed.

4.2 Impact of Considering Power Losses

The aim of this section is to analyse how cable routing
changes when cable losses are taken into account. We
used the real-world instances presented in the previ-
ous section to perform our tests. We ran our optimiza-
tion tool with a time-limit of 10 hours (Intel Xeon
CPU X5550 at 2.67GHz, using Cplex 12.6) in order
to have high quality solutions (for the small instances
these are the proven optimal solutions).

In all our instances thicker cables are more expen-
sive and have lower resistance. This means that if the
designer of the cable routing aims only at minimizing
the initial costs (CAPEX), then he/she would go for
the cheapest cables satisfying the load, and increase
the power losses. On the contrary, focusing only on
minimizing the losses, one would prefer to increase
the initial costs. Using the methods explained in Sec-
tion 2.2 we aim at finding the optimal balance be-
tween the two objectives, looking at the overall costs
in the life time of the park.

As it can be seen from Table 5, the amount of sav-
ings varies from instance to instance, depending on
the prices, on the restrictions of the specific wind farm
and on the structure of the layout.

It should be noticed that the layout optimized on
the lifetime always provides some savings in the long
term, but the amount highly varies from case to case.
In Figure 4 the case of Horns Rev 3 with cable set
cb04 is shown.1 It is seen that both the structure of the
cable routing and the usage of thicker cables (green in
the figure) increases in the loss-optimized layout.

1This is a preliminary layout from Vattenfall, not neces-
sarily reflecting the final layout.
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Table 5: Increase in the initial investment and long term
savings for our test instances (Net Present Value). The first
two columns denote the wind farm and possible cable types.
The next column shows how much the investment is in-
creased in the layout taking cable losses into account. In all
test cases this amount is paid back in 25 years, and the addi-
tional savings by using the lifetime-optimized cable layout
are shown in the last column.

wind farm cable set increase in savings
initial investment [Ke] in 25y [Ke]

Horns Rev 1 cb01 1 23
cb02 24 60
cb05 103 56

Kentish Flats cb01 2 3
cb02 1 4
cb04 19 8
cb05 5 1

Ormonde cb03 9 0
cb04 19 16

DanTysk cb01 115 21
Thanet cb04 15 92

cb05 1 19
Horns Rev 3 cb04 42 172

cb05 682 208

In this case the loss-optimized layout is 41 Ke
more expensive at construction time (with respect to
the CAPEX optimized layout). Nevertheless, in 25
years, this amount is paid back and another 172 Ke
are saved (NPV).

We now try to investigate how the optimizer is re-
structuring the layout in order to have savings in the
long run. As already noticed, every wind farm is dif-
ferent, so one cannot define a rule of thumb to design
a good cable routing. Nevertheless, observing our
layouts, we noticed a different proportion in the usage
of the cable types (black and green in the figures). In
particular, all the CAPEX solutions minimize the use
of the expensive cables: looking only at the immedi-
ate costs, it is always preferable to go for the cheap-
est cable when possible, even creating longer connec-
tions. When optimizing considering losses, instead,
cables with less resistance become more appealing,
even if they are more expensive. In the Horns Rev 1
instance, for example, going from CAPEX optimized
to lifetime-optimized the usage of type 1 cables de-
creases (from 55.5% of the total length to 40.3%) and
the usage of type 2 cables increases (from 44.5 to
59.7%).

In Table 6 we report the cable usage (percentage
of the total cable length) for all our test-bed solutions.

All in all, it can be observed from our results on
real-world instances that in most cases it is convenient
to invest in cables with lower resistance. The cable
route and the type of cable selection for each connec-
tion is not an obvious choice and an optimization tool
is necessary to determine it.

Figure 4: Optimized cable routing for Horns Rev 3, using
cable set cb04. We imposed that cable type 2 can support
5 turbines only twice. The top layout is optimized only on
CAPEX, the second is also considering power losses.

4.3 Bi-objectivity Tests

As discussed in Subsection 2.2, our problem has to
balance between two opposite objectives: minimiz-
ing immediate costs and minimizing revenue losses
in the long run. As we have seen in the previous tests,
these two objectives are not always aligned since the
more expensive cables have lower resistances (so less
losses). The balancing factor between the two objec-
tives is Keuro, that represents the price of energy (Net
Present Value). Setting Keuro to zero, for example,
means that there is no revenue from selling energy,
therefore it does not matter to have losses, but it is
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Table 6: Analysis on the usage of different types of cables
when optimizing considering or not considering losses. The
last three columns report the usage of the different cable
types as percentage of the total cable length of that layout.

ID wind farm cable set opt mode length per cable type [%]
Type 1 Type 2 Type 3

1 Horns Rev 1 cb01 capex 55.1 40.1 4.8
2 lifetime 53.6 41.7 4.7
3 cb02 capex 57.4 42.6
4 lifetime 44.1 55.9
5 cb05 capex 100.0 0.0
6 lifetime 87.7 12.3
7 Kentish Flats cb01 capex 66.4 33.6 0.0
8 lifetime 66.1 33.9 0.0
9 cb02 capex 66.4 33.6

10 lifetime 60.8 39.2
12 cb04 capex 90.1 9.9
13 lifetime 90.1 9.9
14 cb05 capex 95.6 4.4
15 lifetime 95.6 4.4
16 Ormonde cb03 capex 69.6 30.4
17 lifetime 76.7 23.3
18 cb04 capex 66.9 33.1
19 lifetime 67.4 32.6
20 DanTysk cb01 capex 39.0 19.4 41.7
21 lifetime 38.7 22.5 38.8
26 Thanet cb04 capex 86.3 13.7
27 lifetime 82.7 17.3
28 cb05 capex 71.9 28.1
29 lifetime 71.9 28.1
30 Horns Rev 3 cb04 capex 57.4 42.6
31 lifetime 60.7 39.3
32 cb05 capex 51.8 48.2
33 lifetime 52.6 47.4

instead important only to minimize immediate costs.
This corresponds to the case that we called ”CAPEX
optimized” in the previous tests. On the contrary, set-
ting Keuro to a high value, implies that big revenue
can be earned selling more energy, so it is very im-
portant to minimize losses (whatever initial costs this
could imply). The balance between the two objec-
tives, in practice, is set by defining the parameter Keuro
for the specific project of interest. This is a value
known by the designer, and varies from project to
project. A realistic value for Keuro has been used in
the tests of the previous subsection (this value consid-
ered WACC, subsidies for 10 years of operations and
estimated market price). Nevertheless, one could be
interested in studying how the balance between im-
mediate costs and long term costs varies when vary-
ing Keuro. As a practical example, one could be in-
terested in optimizing CAPEX and losses at the same
time, but being sure to pay off the extra investment
in a short time. We considered, in this test, Horns
Rev 3 with cable set cb04. For Keuro = 0 we have our
CAPEX solution of Figure 4 (top), for Keuro = 690
e/MWh we have our life-time losses optimized so-
lution of Figure 4 (bottom). Company experts es-
timated 690 e/MWh to be a realistic value for the
energy earning over 25 years of operation (expected
lifetime of a wind park). We asked them to recom-
pute this value assuming that we want a return of
investment in a shorter time. They recomputed it
to be Keuro = 176 for two years, Keuro = 252 for 3

years, Keuro = 321 for 4 years, and Keuro = 386 for
5 years. Setting our balancing factor Keuro to these
values translates in imposing that extra CAPEX cost
will be paid back in 2, 3, 4 or 5 years, respectively.
We recomputed the cable costs according to these dif-
ferent values of Keuro and re-optimized the layout ac-
cordingly. Once the optimized layouts were found,
we re-evaluated them with Keuro = 0 to evaluate their
CAPEX costs and Keuro = 690 to estimate their cost
in 25 years. Table 7 shows these figures. For Keuro
higher than 321 e/MWh the layout is not changing
any more. This means that in the lifetime optimized
solution (Keuro = 690) all the additional CAPEX costs
were actually paid back in 4 years of operation. In
Figure 5 we plot the values from Table 7: the value of
the different layouts is decomposed into its CAPEX
(x axis) and lifetime-cost part (y axis). The first point
(the “+” on the leftmost extreme) represents the value
for the CAPEX optimized solution (Keuro = 0): it has
the lowest immediate cost, but the highest cost on the
long run. Proceeding from left to right, the next “+”s
represent the solutions optimized over 2, 3, 4 and 5
years respectively. From 4 years on, the layout is not
changing any more, and equals the solution optimized
on the park lifetime (Keuro = 690), therefore all these
layouts are represented at the same coordinates in the
plot in Figure 5.

Table 7: Bi-objective analysis for Horns Rev 3 with cable
set cb04: changing solutions varying the parameter Keuro.

Keuro immediate cost total lifetime revenue loss due
[ke] cost [ke] to power losses [ke]

0 47283 52663 5379
176 47291 52551 5259
252 47309 52508 5199
321 47325 52490 5165
386 47325 52490 5165
690 47325 52490 5165

5 CONCLUSIONS

In this paper we used a Mixed Integer Linear Pro-
gramming (MILP) approach to optimize inter-array
offshore cable routing considering both the immedi-
ate cost of the cables and their power losses during the
wind farm lifetime. We proved the importance of us-
ing sophisticated optimization tools for this problem.
We compared the optimized solution with an exist-
ing cable layout, proving that millions of euros can be
saved in the given case. We also performed different
what-if analyses taking power losses into considera-
tion. Thanks to our optimization methods, we have
been able, for the first time, to quantify the impact of
considering losses when designing the cable connec-
tion of a wind farm. We performed these analyses on
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Figure 5: Bi-objective analysis from Table 7. Each “+” corresponds to a layout optimized for a given value of Keuro (specified
beside each “+”) and its coordinates correspond to its immediate cost (x axis) and costs in 25years (y axis). The layouts
optimized with Keuro = 321, 386, and 690 are the same.

a number of real-world instances, analysing the be-
haviour of the solutions. In general, we observed that
it is convenient to invest in cables with less resistance
in order to reduce power losses, even if these cables
are more expensive at construction time. We used our
testbed to evaluate the profitability of the new solu-
tions, both in terms of CAPEX and revenue in the
long term. Finally, we performed a Pareto optimal-
ity analysis by varying the balancing parameter Keuro.
This corresponds to giving more or less importance to
power losses in the objective function, and is of great
importance for designers. In this way, indeed, they
can evaluate the return of investment and the impact
of their assumptions on the long-term energy price,
when designing their cable routing.
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Abstract: This paper deals with production planning of in-series continuous flow, and discrete production plants. The 
work is applied to glass and fluorescent lamp industry, where raw materials are mixed in batches, charged to 
a continuous furnace to produce glass tubes, and then assembled into discrete lamps. A non-linear 
programming model was formulated from the raw material mixing stage till the production of fluorescent 
lamps. Using the model, the amount of each raw material can be obtained at minimum cost, while satisfying 
the desired properties of the produced glass. The model also provides the optimum lamp production 
amounts, inventory levels, and the glass pull rate from the furnace, which determines the production 
amounts of glass tubes. An important factor in the continuous flow process is the amount of broken glass 
(cullet) added in the furnace, which has an impact of raw material cost and natural gas consumption. In 
order to solve the model, separable programming methods and linear approximations were used to transform 
the non-linear terms. Results are validated versus actual production data from local Glass & Lamp factories, 
and the model proved to be an efficient tool of integrating the whole process at minimum cost. 

1 INTRODUCTION 

The sequence of manufacturing a fluorescent lamp 
starts with the production of light bulb. Glass tube 
production is considered a continuous process and it 
is followed by a discrete assembling process. The 
production of glass bulb starts with mixing of glass 
basic material. Silica sand, dolomite, limestone, 
potash feldspar, soda ash, borax, carbon, sodium 
sulphate, magnesium, and alumina are the major raw 
materials used to form the glass batch. The batch is 
then charged to the furnace at 1475oC. In order to 
shape glass into tubes, the molten glass flow over a 
rotating hollow cylinder to take the shape and a flow 
of air is blown inside the hollow cylinder. Then, the 
formed tubes are pulled using conveyors, cooled 
down at room temperature, and cut according to the 
desired length. The edges are modified to facilitate 
the assembly process. The tubes are then coated with 
the phosphorous coating, and the tungsten filament 
are assembled to the coated bulb. After that the bulb 
goes through exhausting, in which the tubes are 
vacuumed, the inert gas and the mercury drop are 
inserted inside the bulb and then, the bulb is sealed. 

End-Caps are then added to the edges of the sealed 
bulb and finally the lamp is tested before packaging. 

2 PROBLEM DEFINITION 

In such an industry, the production processes are 
dependent to one another. Any stoppages at one of 
the processes due to breakdowns or material 
shortages will affect the whole operation. For 
example, when the assembly process stops, the 
production of glass tubes should stop as well. 
However, glass production is a continuous flow 
operation where the production line runs 24 hours a 
day over 7 days of the week. The furnace is the 
crucial component at the whole production line 
where any change in the production quantity for 
example should be introduced gradually because of 
the considerable setup cost. Therefore, furnace 
shutdown can cause significant loss to the factory. In 
case of low demand and in order to avoid shutting-
down the furnace, the production quantity is reduced 
to the minimum, leading to lower utilization. In 
addition, the unit cost of the glass tube increases due 
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to the reduction in production quantities. Therefore, 
decisions should be taken with the objective to 
minimize the total variable cost of the integrated 
operations. The variable costs are raw material, 
energy, inventory, and crushing cost. Several factors 
should be considered in order to achieve such an 
objective. The variables, representing these factors, 
are the amount of each raw material inside the glass 
batch, the Glass Pull Rate (P), the percentage of 
glass culets added to the batch (MG), the thickness 
of the glass tube, the inventory level in various 
stages (straight tube, shaped tube, and fluorescent 
lamp), and the scheduled scrap quantity. Given these 
variables, the following variety of actions could be 
pursued in order to minimize waste 

• Given the chemical composition and the 
cost of each raw material, the factory has to 
decide upon the weight percentage of each 
raw material inside the batch to minimize 
the raw material cost without affecting the 
basic characteristics of the final product, 
such as the glass density, and the thermal 
expansion coefficient. 

• Increasing the glass cullet percentage in the 
batch reduces the raw material, so the raw 
material cost is reduced. On the other side, 
the amount of glass cullet required 
increases, so the amount of glass tubes 
crushed increases. 

• Also, reduction in P cause reduction in the 
production quantity. However, this will 
increase the residence time inside the 
furnace causing changes in the chemical 
composition of glass inside the furnace. 
Therefore, change in P should be 
minimized.  

• The factory has to make a decision on the 
inventory level and on the amount at each 
stage, straight tube, end-formed tube, 
fluorescent lamp based on the inventory 
cost at each level and the storage limits. 

• Moreover, the factory might decide upon 
crashing some of the glass tubes if the 
inventory level increases.  

3 LITERATURE REVIEW 

The problem mentioned above have been discussed 
in the literature under two major research areas, 
namely: raw material mixing to form the final 
product and production planning. 

Several scholars tackled the raw material glass

mixing to reach an efficient batch calculation. 
Khaimovich and Subbotin (2005) have developed an 
automated program for this batch calculation. The 
aim of the program is to decide upon the amount of 
each raw material to achieve a specified weight 
percentage of each oxide by developing a system of 
linear equations. In a follow up paper, Khaimovich 
(2005) improved on the program to account for the 
cullet composition.  

Changchit and Terrell (1990) developed a linear 
model to decide upon the amount of each raw 
material in ceramic batch calculation. The model 
objective function minimizes the batch cost. Linear 
constraints were included to ensure satisfying the 
desired ceramic properties.  

Another two models were formulated to model 
the mixing problem in two different industries. The 
first is developed by Hayta, Mehmet, and Ünsal 
Çakmakli (2001) to find the optimum mix of wheat 
to produce break making flour. The other model, 
which was developed by Steuer, Ralph E. (1984), 
modeled the mixing process to form sausage.  

In addition to raw material mixing contributions, 
several articles discussed the production planning of 
discrete processes. Díaz-Madroñero, Peidro, and 
Mula (2015) presented a review of mathematical 
models developed to tackle both production and 
transportation routing problem. The paper have 
presented how different models tackled various 
aspects including production, inventory, and routing. 
Although many papers tackled the production 
planning problem in discrete production, small 
attention is given to the production planning of 
continuous processes. 

Fabian, Tibor (1958) developed an integrated 
production planning model for the continuous 
process of iron and steel production. The model was 
divided into three sections that were integrated at the 
end of the paper. The first part dealt with the 
production of iron. The second part of the model 
was formulated to represent the steel production 
operation. The final part dealt with the rolling 
operations. Assumptions were made to facilitate the 
solution and to guarantee linearity, such as constant 
batch size and constant size of the output.   

In another two scholars, Dutta, Sinha, and Roy 
developed integrated production steel plant model. 
In the first (1990), the aim was to optimize the 
product mix taken into consideration allocation of 
plant capacities to different products, capacity 
expansion decisions, and the optimum route of a 
product across available machines. The second paper 
(1994) dealt with the allocation of energy in case of 
shortage. The model developed with the objective of  
maximizing  profit,  while  considering  energy  as  a  
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limiting constraint.  
Almada-Lobo, Oliveira, and Carravilla (2008) 

also tackled the production planning and scheduling 
of continuous process problem in coloured glass 
containers manufacturing. As a result of changing 
the product colour, setup time is required to change 
between colour and it's a sequence dependent 
process based on the two colours. A multi objective 
function was formulated to minimize the weighted 
sum of sequence dependent setup times, average 
inventory levels, and number of stock-outs.  

In addition, Taşkın, and Ünal (2009) developed a 
MIP model for the production and transportation 
planning of a float glass manufacturing company 
called Trakya Cam. The company produces various 
product sizes in multi facilities. A model was built 
with the objective of minimizing the total cost 
including production, inventory, backorder, and 
transportation cost.  

In this paper, a mathematical model is developed 
to integrate the production processes of fluorescent 
lamp starting from mixing of raw material till the 
storing of finished product. The model aimed at 
minimizing the total operating cost including, raw 
material, scheduled crushing, inventory at all levels, 
and energy cost, while. In the developed model, the 
optimum mix of raw materials is determined not 
only based on input variation as developed by 
Changchit and Terrell (1990), but also based on the 
optimum cullet ratio. Also, the energy cost is 
considered in the model to take into account the 
relationship between using glass cullet and energy 
saving as explained by Vishal, et. Al (2007) as well 
as Štefanić and Pilipović (2011). In addition to the 
mixing operation, the model takes into consideration 
the balance between an in-series continuous-process 
plant producing glass tubes followed by a discrete 
plant assembling fluorescent lamps. Integration 
between in sequence production stages is achieved, 
so that the demand of the following stage is a 
requirement from the previous stage. A major 
distinction between the developed model and the 
continuous models cited before is that the speed of 
the continuous process is not constant and it changes 
from one planning horizon to another depending on 
demand. Therefore, the amount of raw materials 
consumed and the output produced is dependent 
upon that variable. 

4 MATHEMATICAL MODELING 

4.1 Symbol Definitions 

In  the  following  three  sections, the model constant  

parameter, sets, and decision variables are defined. 

4.1.1 Constant Parameters 

Symbol Definition 

%Em 
Percentage of end-forming waste from the 
weight of straight tube size m 

%Gm 
Percentage of cutting waste from the weight of 
glass tube size m 

At Available hours per period t 
CBt Raw material batch Cost at period t 
CCm Cost of crushing one glass tube of size m 

CIE
m 

Monthly cost to keep one unit of end-formed 
tube of size m in inventory 

CIG
m Cost of one glass tube in inventory of size m 

CIL
m Cost to keep one lamp in inventory of size m 

CN Cost per m3 of natural gas used in furnace 

CPE
m: 

Cost to produce one unit of end-formed tube of 
size m 

CPL
m Cost to produce one unit of lamp of size m 

CRi Cost per Kg of raw material i 
D Outer diameter of glass tube 

Dmt Demand of fluorescent lamp of size m in period t 

F(MG%) 
Relation between cullet ratio percentage, and 
natural gas consumption 

Fjk 
Chemical influence factor of oxide j on property 
k 

H Thickness of glass tubes 

Oij 
Weight percentage of oxide j inside raw material 
i 

Pij 
Weight percentage of oxide j inside raw material 
i 

SIB Storage capacity of glass cullet 
SIE Storage capacity of end-formed tubes 
SIG Storage capacity of glass tubes 
SIL Storage capacity of fluorescent lamps 

SPE
mt 

Production capacity of end-formed tube of size 
m in period t 

SPL
mt 

Production capacity of fluorescent lamps of size 
m in period t 

SSE
m Safety stock of end-formed tubes of size m 

SSG
m Safety stock of glass tubes of size m 

SSL
m Safety stock of fluorescent lamps of size m 

UB Lower limit for percentage of broken glass 
Uj Lower limit for percentage of oxide j 
Uk Lower limit of property k 
UP Lower Limit of glass pull rate 

VB 
Upper limit for percentage of broken glass (glass 
cullet) 

Vj Upper limit for the percentage of oxide j 
Vk Upper limit of property k 
VP Upper limit of glass pull rate 
W Raw material batch Weight 
X Standard aggregate tube length 
Xm Standard length of glass tube m 
Ym Size factor of tube size m 
ρ Density of glass 
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4.1.2 Sets 

Symbol Definition 

I 
Set of raw materials used to form the glass 
batch 

J 
Set of oxides forming the composition of 
the output glass 

K 
Set of required properties of the output 
glass, such as density and thermal 
expansion 

M Set of glass tubes sizes produced 
T Set of planning periods 

4.1.3 Decision Variables 

Symbol Definition 

Bt 
Amount of broken glass (cullet) produced 
in period t 

Cmt 
Amount crushed of glass tubes of size 
m during period t 

Emt 
Amount of end formed tubes m 
produced in period t 

Gmt 
Number of glass tubes of size m produced 
in period t 

IB
t 

Inventory of broken glass at the end of 
period t 

IE
mt 

Inventory of end formed tubes of size 
m at the end of period t 

IG
mt 

Inventory of glass tubes of size m at 
the end of period t 

IL
mt 

Inventory of fluorescent lamp m at the 
end of period t 

Lmt 
Amount of fluorescent lamps of size m 
produced in period t 

P 
Glass pull rate of glass from the 
furnace 

QE
mt 

Gross Requirements of end-formed tubes 
of size m during period t 

QG
mt 

Gross Requirements of glass tubes of size 
m during period t 

Rit 
Amount raw material i used in the 
glass batch in period t 

RB
t 

Amount broken glass used in the glass 
batch in period t 

4.2 Integrated Mathematical Model 

4.2.1 Objective Function 

The objective function is aimed at minimizing the 
total cost which includes the cost of production, 
inventory, scheduled crushed glass, raw material, 
and natural gas.  

 
 

      
Min. ∑ ∑ ሾܲܥ௧∈்∈ெ . ௧ܮ + .ாܲܥ ∑+ ௧ሿܧ ∑ ሾܫܥ௧∈்∈ெ . ௧ܫ + .ாܫܥ ௧ாܫ .ீܫܥ+ ௧ீܫ ሿ + ∑ ∑ .ܥܥ ௧ܥ + ௧ܣ) ܹ)⁄ ∗௧∈்∈ெ∑ ∑ .ܴܥ ܴ௧ ∗௧∈்∈ூ ܲ + ܰܥ ∗ (%ܩܯ)݂ ∗   ௧ܣ

  

(1)

4.2.2 Constraints 

1. Production Capacity Constraints 
A. Mass production processes (fluorescent lamp 
assembly and end-formed tube production)  ܮ௧  ܵ ܲ௧ , ∀ ݐ ∈ ܶ	&	݉ ∈ ௧ܧ (2)  ܯ  ܵ ܲ௧ாி, ∀ ݐ ∈ ܶ	&	݉ ∈  (3)  ܯ
B. Continuous flow processes (glass tube 
production) (ܺ/ܺ) ∗ ௧∈ெܩ − .௧ܣ) .ߨ)/(ܲ ߩ ∗ ܺ ∗ ݄∗ (݀ − ݄)	) = 0, ݐ∀ ∈ ܶ 

(4)

Where the amount of glass tube produced in period t 
is equal to amount of molten glass produced in t 
(At*P) over the mass of one lamp. 
The glass pull rate has an operating range as follows ܷ  ܲ  ܸ   (5)
C. Glass Cullet Production ܤ௧ − ൫ߨ. .ߩ ܺ ∗ ݄ ∗ (݀ − ݄)൯ .  ሾ(1 .(ܩ%− .ܩ%+௧∈ெܥ ௧ܩ .ܧ%	+ =௧ሿܧ 0 , ∀ ݐ ∈ ܶ 

(6)

The amount of cullet produced in t is equal to the 
mass of one lamp multiplied by the cut loss amount 

2. Inventory Safety Stock ܫ௧  ܵܵ , ∀ ݐ ∈ ܶ	&	݉ ∈ ௧ாܫ(7)  ܯ  ܵܵா , ∀ ݐ ∈ ܶ	&	݉ ∈ ௧ீܫ(8)  ܯ  ܵܵீ, ∀ ݐ ∈ ܶ&	݉ ∈ (9)  ܯ

3. Storage Capacity  ܻ. ௧∈ெܫ  ,ܫܵ ݐ	∀ ∈ ܶ (10) ܻ. ௧ா∈ெܫ  ,ாܫܵ ݐ	∀ ∈ ܶ (11)∑ ܻ. ௧ீ∈ெܫ  ,ீܫܵ ݐ	∀ ∈ ܶ	  
௧ܫ(12)  ,ܫܵ ∀ ݐ ∈ ܶ (13)

4. Linkage of In-Sequence Processes ܳ௧ா − ௧ܮ = 0, ∀ ݐ ∈ ܶ	&	݉ ∈ ௧ீܳ (14) ܯ − ௧ܧ = 0, ∀ ݐ ∈ ܶ	&	݉ ∈  (15) ܯ
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5. Production & Demand Balance 
௧ܫ							  − .(௧ିଵ)ܫ + ௧ܦ − ௧ܮ = ݐ	∀							,0 ∈ ܶ	&	݉ ∈  ܯ

௧ாܫ (16) − .(௧ିଵ)ாܫ + ܳ௧ா − ௧ܧ = ݐ	∀						,0 ∈ ܶ	&	݉ ∈  ܯ
௧ீܫ				 (17) ீ	.௧ିଵܫ	− + ܳ௧ீ ௧ܥ	+ ௧ܩ	− = 0,	

ݐ	∀     ∈ ܶ	&	݉ ∈ ௧ܫ (18) 		ܯ ௧ିଵܫ	− − ௧ܤ	 + .ܲ.ܹ/ܣ ܴ௧ = 0	, ݐ	∀ ∈ ܶ (19) 

6. Oxide percentages upper limit & Lower Limits 

ܷ  ൫∑ ܱ.		ܴ௧	ఢ	ூ ൯൫∑ ∑ ܱ.		ܴ௧		ఢ	ூ	ఢ	 ൯  	 ܸ, ݐ	∀ ∈ ܶ	&		݆ ∈  (20) ܬ

The numerator is the amount in Kg of oxide j in all 
raw materials and the broken glass divided by the 
yielded glass batch weight. 
The equations can be written in following linear 
forms:  ܱ.		ܴ௧ 	−	୧		୍ ܸ 	.  ܱ.		ܴ௧	୧	 ୍୨		  	 	0	, ∋ݐ	∀ ܶ	& ݆ ∈ ∑ (21) ܬ ܱ.		ܴ௧ 	−୧		୍	 ܷ 	. ൣ∑ ∑ 	( ܲ.		ܴ௧)	୧		୍୨		 ൧ 	 	0	, ݐ	∀ ∈ܶ	&		݆ ∈  (22)  ܬ

 
7. Broken glass percentage upper & lower limits 
 ܴ௧ −	ܸ	.  ܱ. ܴ௧	୧		୍୨		  	 	0, ݐ	∀ ∈ ܶ 

 

(23) 

ܴ௧ −	ܷ	.  ܱ. ܴ௧	୧		୍୨		  	 	0	, ݐ	∀ ∈ ܶ (24) 

8. Properties upper & lower control limits 
For each oxide, the weight percentage of that oxide 
from the yielded batch weight is multiplied by a 
chemical influence factor (F)  

(ܨ. ܱ.		ܴ௧) 	−	୧		୍∈ ܸ .  ܱ.		ܴ௧	୧		୍୨		  	0 , ∀	݇ ∈ ݐ	&	ܭ ∈ ܶ 

(25) 

(ܨ. ܱ.		ܴ௧) 	−	୧		୍∈ ܷ .  ܱ.		ܴ௧	୧		୍୨		  	0 , ∀	݇ ∈ ݐ	&	ܭ ∈ ܶ 

(26) 

9. Batch Weight ܴ௧ 	 ܹ,∀ ݐ ∈ ܶ∈ூ  (27) 

10. Non-negativity Constraint 

All variables are higher than or equal to zero. 

5 COMPUTATIONAL WORK 

5.1 Computational Plan 

In order to validate the model, it is tested against 
base case data given by Al-Arabi Lamp and Glass 
Factory. The model is used to generate the same 
output variables, such as production and inventory 
amounts.  Input data includes actual demand forecast 
for six months, cost figures for production, 
inventory, and crushing, raw material chemical 
composition, etc. Therefore, the plan goes as below: 

• Linear approximation techniques are used 
for the non-linear terms in the objective 
function and constraints to transform the 
integrated model into linear.  

• The base case input parameters are fed to 
the model and the results are compared vs. 
the actual output variables to prove model 
validity. 

• Then, the integrated model is solved and 
the optimum solution is compared with Al-
Arabi actuals.  

• The last step is to test the sensitivity of the 
integrated model to variability in the raw 
material, energy, and crushing cost values. 
Different scenarios are tested and the 
model response is observed and analyzed.  

All computational runs are solved using IBM-
ILOG CPLEX V.12.6.2 on an i7 HP ProBook4540s, 
and the following assumptions are made: 

• Raw material chemical compositions are 
fixed over the planning horizon 

• Glass pull rate are fixed over the planning 
horizon, so once decided by the model, the 
values are the same from one period to the 
other. 

5.2 Linear Approximations 

5.2.1 Separable Programming Techniques 

In order to solve the model as linear, the batch cost 
term in the objective function (1), and the glass 
cullet inventory balance constraints (19) needs to be 
linearized. Moreover, a relationship between the 
glass cullet percentage, and energy cost should be 
figured out. First, the linearization of constraint (19) 
and the batch cost term are done using separable 
programming techniques, where the right hand side 
of the equation can be expressed as the sum squared 
of the two variables instead of multiplying both 
variables. Faragallah (2016) 
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ܼଵ.௧ = 	 (ܲ + ܴ௧)/2  , ܼଶ.௧ = 		 (ܲ −	ܴ௧)/2 (28) ܼଵ.௧ଶ −	ܼଶ.௧ଶ = 	ܲ	. ܴ௧  (29) 

It is shown that for the given operating range of 
glass pull rate (P) and the broken glass (ܴ௧), Z1

2& 
Z2

2 can be expressed as linear functions as shown in 
figure 1. 

Figure 1: Linear Approximation for the Multiplication of P 
& ܴ௧. 

Therefore, (19) can be expressed as 				ܤ௧ − ௧ீܫ =௧ିଵீܫ	+ ܹ/ܣ ∗ (144. P+ 708. ܴ௧ − 101952) (30) 

 
The same methodology is used for the batch cost 

term in the objective function, so the term can be 
transformed into: 1.44. ∑ (௧∈் 245.216. ܲ − 508.698. ܴ௧ +73252.5) (31) 

5.2.2 Natural Gas Cost Formulation 

According to Vishal, et. Al (2007) as well as 
Štefanić and Pilipović (2011), the energy 
consumption of melting glass is reduced by 2.5 – 3% 
for every 10% of glass cullet addition to the batch. 
The average natural gas consumption at 30% glass 
cullet ratio is 742 m3/hr. (Abdelrahman 2015) 
Therefore, a relationship can be derived between the 
natural gas consumption and the cullet percentage as 
shown below 

F(MG%) =  -86*MG% + 312.18           (32) 

Therefore, the last term representing the natural 
gas consumption cost in (Eq. 34) can be expressed 
as: 

 720. .ேீܥ (−86. (%ܩܯ) + 312.18)       (33) 

Where (ܩܯ%) = (ܴ௧)/(∑ ∑ ܲ ܱ.		ܴܯ	୍		୍୨		 ) (34) 

The term in (32) is a non-linear term, however, 
from 2015 batch data from Al-Arabi factory, the 
denominator for the operational range of cullet 
percentage has an average value of 442.49 and a 
standard deviation of 2.03. The model is tested with 
the average value, and plus and minus 3 standard 
deviations from the average, and the difference 
between the three cases was neglected, so the 
average value of 442.49 is used. Faragallah (2016) 

5.3 Validation & Results 

The developed model is used to generate the base 
case data provided by Al-Arabi. Table 1 and table 2 
show the demand data for 2014 and cost figures used 
as an input. Table 3 shows the chemical composition 
and oxide percentages of raw materials used. All the 
input data was obtained from Al-Araby Glass 
Factory. (Abdelrahman 2015) 

Besides these data, the glass factory actual plan 
was to set GPR at 750, cullet ratio of 30%, and to 
run production for 19 hours a day, and 5 hours per 
day of crushing. The plant total cost of production, 
inventory, crushing, raw material, and energy was 
LE 29,648,991.  

These are the operating parameters fed to the 
model and it proves efficiency by generate the same 
production and inventory amounts of glass, end-
formed tubes, and lamps 

Based on the input data, the number of decisions 
variables are 188 and the number of constraints are 
404 with 96 equalities constraints. The model is 
solved in almost 240 seconds using CPLEX. 

Then the model was solved to provide the 
optimum solution, which is to run the glass factory 
at 646 Kg/hr and a cullet ratio of 30%. Table 1, 2 & 
3 provides the detailed optimum solution. The total 
cost of the whole planning horizon, including 
discrete process production cost, inventory cost, 
crushing, raw material, and energy cost is equal to  

 
22,488,970 + 739,000 + 1,194,102 + 1,408,674 + 
1,634,000 = LE 27,464,746 
 
With a total savings of LE 2,184,245 over that of Al-
Arabi lamp and glass factories actuals. 
 
 
 
 
 

Z1
2= 852.Z1 - 180076

R² = 0.998

0

50000

100000

150000

200000

250000

350 400 450 500

Z1
2 vs. Z1

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

124



Table 1: Optimum Result of End-Formed Tubes (EF) & 
Lamps for 40 Watts. 

Month 

40 Watts lamp, 1000s units 

Demand 
Units Produced 

Inventory 
Level 

EF Lamp EF Lamp 
July 1,388.8 1,388.8 1,388.8 360 1,386 
Aug 1,591.2 1,591.2 1,591.2 360 1,386 
Sept 1,586 1,586 1,586 360 1,386 
Oct 1,433.9 1,433.9 1,433.9 360 1,386 
Nov 1,771.9 1,771.9 1,771.9 360 1,386 
Dec 1,739.4 1,739.4 1,739.4 360 1,386 

Table 2: Optimum Result of straight tubes for 40 Watts. 

Month 
40 Watts, 1000s units 

Required Produced Inventory Crushed 

July 1,388.8 1,764.3 1,386 375.47 

Aug 1,591.2 1,721.5 1,386 130.3 
Sept 1,586 1,721.5 1,386 135.5 
Oct 1,433.9 1,878.7 1,386 444.77 
Nov 1,771.9 1,814.5 1,386 425.91 
Dec 1,739.4 1,752.9 1,386 135.32 

Table 3: Optimum Glass Batch Mix. 

Parameter Output 

silica sand (Kg) 189.80 

Soda Ash (Kg) 81.00 

Dolomite (Kg) 45.20 

Feldspar (Kg) 35.80 

Borax (Kg) 4.90 

Limestone (Kg) 7.82 

Alumina (Kg) 0.00 

Sulphate (Kg) 0.91 

Carbon (Kg) 0.06 

MG (Kg) 132.50 

Density (gm/cm3) 2.488 

Thermal Expansion (10-7*K-1) 100.60 

Batch Cost, LE 271.61 

5.4 Sensitivity Analysis 

In this section, the impact of various cost figures on 
the optimum solution is observed and analyzed. The 
production cost is a major component of the total 
cost structure, however, the production cost is driven 
by the demand for lamps. Therefore, the focus is on 
the effect of crushing, raw material, and energy cost 
on the model results. A summary of the cost 

structure for the optimum solution of the integrated 
model is shown below: 
Raw Material Cost = MLE 1.4086 
Energy Cost = MLE 1.634 
Crushing Cost = MLE 1.194 
Inventory Cost = MLE 0.739 
Production Cost = MLE 22.489  
Total Cost = MLE 27.46 

5.4.1 Impact of Raw Material & Natural 
Gas Cost 

Changes in Soda Ash, Silica Sand, and Borax cost 
per ton are included in the sensitivity because they 
represent more than 80% of the raw material cost 
value. Based on historical data, changes in the cost 
per ton for these materials are forecasted based on 
the worst case scenario. Faragallah (2016) The same 
was done for natural gas cost. However, the raw 
material cost and the energy cost in the total cost 
function increased without affecting the optimum 
solution. Therefore, the model is insensitive to 
changes in Silica Sand, Soda Ash, Borax, and 
natural gas cost figures given that the remaining cost 
figures of the objective function do not change. 

5.4.2 Impact of Crushing Cost 

The crushing cost at Al-Arabi factory is the 
conversion cost to melt 1 Kg of glass cullet and 
transform it to glass tubes again. (Elbendary 2015) 
In order to reduce the crushing cost, the factory can 
outsource percentage of the glass cullet. With close 
chemical composition to that of the factory, the 
outsourced cullet cost is 500 LE/ton. (Abdelrahman 
2015) 

Therefore, the effect of mixing the outsourced 
cullet with the current batch mix is tested for 
different percentages of outsourced cullet (5% - 
20%).  

Increasing the outsourced cullet percentage up to 
5% causes the crushing cost and the glass pull rate to 
decrease. Figure 2 summarizes the effect of 
outsourced cullet over the crushing cost. 

 

Figure 2: Total cost versus outsourced Cullet Percentage. 
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From the above figures, increasing the 
outsourced cullet percentage more than 15% doesn’t 
have an impact on the optimum solution. Therefore, 
the optimum solution of the integrated model is 
achieved with 15% outsourced cullet ratio. 

At this ratio, no crushing of straight tube is 
needed. Therefore, the required cullet ratio in the 
batch mix is achieved through the outsourced cullet 
and the cut loss from operation. Accordingly, the 
crushing cost is eliminated, the raw material and 
energy cost is reduced because the optimum cullet 
ratio in the batch mix changed from 30% to 35% due 
to the introduction of outsourced cullet. 

6 CONCLUDING REMARKS 

Integration of batch, continuous, and discrete 
manufacturing processes in florescent lamp 
manufacturing was researched. In literature, glass 
batch mixing, and continuous production planning 
for glass furnaces were treated separately in the 
literature found each by its own. Therefore, a 
mathematical model was formulated to integrate the 
optimum mixing of glass batch along with the 
production planning of discrete glass tubes and 
florescent lamps. The main factors affecting the 
manufacturing process were considered. These 
factors are the glass pull rate of molten glass from 
the furnace which control the amount of glass tubes 
produced, the percentage of glass cullet used in the 
batch which affects the amount of crushed tubes to 
meet the required cullet ratio, the optimum mix of 
raw materials, and inventory levels of glass tubes 
and lamps. The objective function was to reduce the 
total manufacturing costs including crushing, raw 
material, inventory, production cost, and energy cost 
as a function in glass cullet percentage. The 
objective function and some of the constraints 
contained non-linear terms. Separable programming 
methods were used to linearize the model. Then, 
different Scenarios were tried to test the effect of 
various parameters on the optimum solution. It was 
found that changing in raw materials and energy cost 
values changes the objective function value without 
affecting the optimum solution. Moreover, trials 
were made to reduce the crushing cost through using 
glass cullet from outside sources. It was found that 
with increasing the amount of outsourced cullet, the 
glass pull rate along with the crushing cost 
decreased dramatically till reaching zero. Also, the 
glass cullet percentage increased causing the raw 
material and energy costs to decrease. As a result, 

the total cost decreases with the increase of 
outsourced cullet ratio till reaching a constant value. 
Therefore, using outsourced cullet ratio will help 
reducing the amount of glass crushing, raw material 
cost, and energy consumption. 

The model proved to be a very helpful tool for 
designing the optimum batch mix based on the raw 
material chemical composition. In addition, the 
model will facilitate the planning process of the two 
factory as an integrated entity and will help 
improving the total cost. 

For future works, the model can be extended to 
include diversification of customers of the glass 
factory, which will reduce the unit cost. Deals from 
other customers, such as other lamp producers, 
laboratory glass ware companies, etc., should be 
considered to increase the amount produced of glass 
tubes. The following issues need to be taken into 
account in selecting future customers: 

• Quantities requested by the customer while 
staying within the capacity of the glass 
factory. 

• Customization of each order, such as 
different diameters and lengths which will 
introduce set-up time to change from one 
product to another. For example, changing 
tube diameter may require to change the 
GPR. This will cause production to stop for 
some days based on the amount of change 
and this may delay production to the main 
customer which is the lamp factory, or to 
other customers the factory decides to deal 
with. 

• Price discounts given to each customer 
based on the quantity ordered and the level 
of customization from the current situation. 
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Abstract: In this article, a methodology as well as a decision support system for the container storage assignment at a 

yard of a container terminal is proposed. The motivation of the proposed methodology are the cases of 

container terminals where inland flows present high levels of uncertainty and variability. This situation is 

typical of ports in developing countries such as is the case in Latin America where due to lack of automation, 

there are many paper-based procedures and little coordination with the hinterland. The proposed methodology 

is based on a dwell time segregated storage policy, considering only import containers (due to the difficulty 

to determine segregation criteria for this type of containers). Dwell times are discretized in order to determine 

dwell time classes or segregations, so that containers of the same segregation are assigned to close locations 

at the yard. As a case study, the port of Arica in Chile is considered. A discrete-event simulation model is also 

proposed to estimate potential benefits of the proposed methodology. Numerical results for the case study 

show a good performance, with potential reduction of the rehandles incurred. 

1 INTRODUCTION 

World container port throughput increased by an 

estimated 5.1% to 651.1 million TEUs (twenty-foot 

equivalent units) in 2013 and global containerized 

trade was projected to grow by 5.6% in 2014 

(UNCTAD, 2014). Maritime ports are strategic nodes 

on the international logistic chain whose current role 

goes beyond the traditional functions of transferring 

cargo to a more active participation and promotion of 

value-added services to the port stakeholders.  Ports 

can be conceptualized from a logistics and supply 

chain management approach and under this vision the 

traditional port system is extended to an “integrated 

channel management system” where the port is a key 

location linking different flows and channels with the 

port community (Bichou and Gray 2004). In this 

context, efficient cargo handling operations are 

essential, as new value-added services, as well as 

better service levels, agility and predictability are 

demanded by the users of the port. The productivity 

of a container terminal is related to an efficient use of 

labor, equipment and land, and is commonly 

measured as a function of the ship turnaround time, 

the transfer rate of containers and the dwell times of 

the cargo at the port (Dowd and Leschine 1990; Doerr 

and Sánchez, 2006; Chung, 1993).  

At the port, the yard can serve as a buffer between 

the arrival and departure of temporarily stored cargo 

which is later loaded on a ship or dispatched to 

external carriers. The efficiency of the operations at 

the yard significantly impact ship turnaround times so 

adequate container storage space assignment policies 

and yard equipment planning are needed. In addition, 

minimizing port dwell times is one of the main 

objectives from the perspective of the shippers in the 

port supply chain (Lee et al. 2003). 
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Coordination of landside operations at a container 

terminal is not straightforward in ports in developing 

countries where there are important challenges in 

terms of infrastructure development, technology 

implementation and paper-based documental 

procedures. Latin American and Caribbean (LAC) 

ports have seen an important increase in their 

participation in world foreign trade. This growth has 

put pressure on the freight distribution systems that 

need to develop better logistics capabilities 

(Rodrigue, 2012).   

In this article, the problem of defining a container 

storage space allocation policy for import containers 

is addressed by considering the case of a container 

terminal that faces a high level of uncertainty in the 

dispatching process of import containers. This 

uncertainty is mainly explained by the lack of 

coordination mechanisms with the hinterland, a 

situation that can be very common at ports in 

emerging countries.  

The assignment of space at the yard for export 

containers is not considered in this article. The reason 

is that yard planners of container terminals have 

general criteria to group export containers into 

segregations (e.g., vessel, port of destination, weight, 

etc.), while for import containers is more difficult to 

determine. This is explained as the time in which the 

containers are retrieved depends on the different 

consignees of the cargo (importers) and the fulfilment 

of all the procedures, resulting in more uncertainty. In 

contrast, export containers are loaded to a single 

vessel at the container terminal.     

During the dispatching of an import container, it 

is possible that other containers may be blocking the 

container and should be removed to be able to reach 

the required container. These non-value added 

movements are refereed as “rehandles” or 

“reshuffles” of containers. Rehandles represent a high 

cost with no value for the container terminal, and 

increase the truck turnaround times of the external 

trucks at the container terminal, generating 

congestion and affecting service levels of to the users 

of the container terminal.  

In order to assign a storage space for the import 

containers in the yard, a dwell time segregated storage 

policy is proposed. In this case, segregations of 

import containers are defined based on dwell time 

intervals, and containers of the same segregation are 

assigned to close locations. The aim is to reduce 

potential container rehandles at the moment that they 

are retrieved from their locations at the yard. Hence, 

containers with the same interval of dwell time 

located at close positions in the yard, may incur in less 

rehandles. In order to estimate dwell times of import 

containers, classification algorithms are employed. 

This is justified as the results of the estimations are 

used to define import container groups based on dwell 

time ranges so the precise values of the predicted 

dwell times are not needed. In addition, the design of 

a decision support system for the assignment of 

storage space to import containers is proposed. The 

aim is to assist the yard planner with a tool that may 

be inter-connected with the Terminal Operator 

System (TOS) of the container terminal. 

As a case study, the container terminal at the port 

of Arica in Chile is considered. High levels of 

uncertainty for import container dispatching as well 

as long dwell times are observed in the container 

terminal due to the type of cargo handled; around 

70% of the cargo is in-transit from Bolivia. The 

political agreement between Chile and Bolivia 

establishes special conditions for the in-transit cargo 

where no storage fee is charged. The current practice 

of the yard managers is to assign space to containers 

in a semi-random fashion where containers are 

located at the yard considering only the space 

utilization rules that have been set to avoid unutilized 

space.  

In order to validate the methodology proposed in 

a stochastic environment, a discrete-event simulation 

model was implemented, to determine the potential 

impacts in terms of rehandles of containers when are 

retrieved to be dispatched to external transport 

carriers.  

The article is structured as follows: Section 2 

presents a literature review, Section 3 describes the 

methodology employed and the proposed dwell time 

segregated storage policy. Section 4 presents the 

architecture and components of the decision support 

system for the storage space assignment of import 

containers. Section 5 presents the case study as well 

as the simulation model to estimate the benefits of 

using the proposed support system to assign storage 

space to import containers. Conclusions and 

recommendations for further research are provided in 

Section 6. 

2 LITERATURE REVIEW AND 

BACKGROUND 

2.1 Main Contributions Related to 
Dwell Time Estimations in the 
Literature 

Carlo et al., (2014) presents a review on storage yard 

operations at container terminals, providing an 
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overview, trends and research directions. Several 

contributions have been proposed, both from the 

perspective of the design of the layout of the yard, 

storage space policies and stacking algorithms.  In 

this section, we focus the attention on reviewing the 

main contributions to dwell time estimations in the 

literature, which is more related to port terminal 

capacity and the storage space policies of the port 

terminal. 

Port terminal capacity is defined as the amount of 

cargo that can be handled by a port per time period 

(Bassan 2007). The first contributions related to 

capacity analysis at the yard of a Container Terminal 

are presented by (Dally 1983; Hoffman 1985; 

Dharmalingam 1987), where storage capacity at the 

yard is estimated as a function of container dwell 

times, the number of stacking containers, and the 

container storage space available expressed in TEUs, 

among other factors.  

Determining the factors that influence port choice 

and port competitiveness is another research avenue 

where cargo dwell times are identified as an 

explanatory variable (De Langen 2007; Nir et al. 

2003; Tongzon and Sawant 2007; Veldman and 

Bückmann 2003). Arvis et al. (2010) identify dwell 

time as a factor that directly affects operational costs 

in the ports as it increases inventory levels and 

uncertainty in the dispatching process. On the other 

hand, dwell times have also been identified as an 

element of port competiveness and a factor in port 

choice related decisions (Magala and Sammons 

2008). 

From a macro-economic perspective, the impact 

of port delays at Puerto Limón in Costa Rica, over the 

regional economy in Central America is estimated in 

(USAID, 2015). They conclude that reducing port 

inefficiencies, such as long dwell times of cargo at the 

ports, may improve the GDP (Gross Domestic 

Product) of Costa Rica by about 0.5%. Djankov et al. 

(2006) employed a gravity model to estimate the 

impact that each additional day required for 

dispatching cargo may have on the GDP. The 

unproductive movements undertaken during quay 

transfer operations are quantified by Chen et al. 2000. 

They identify storage density as a factor of 

unproductive movements during ship loading and 

unloading operations. This refers to the number of 

containers stacked in the yard and the ground slots 

used for storage. Furthermore, their results show that 

housekeeping moves represent the majority of 

unproductive moves undertaken.  

Merckx (2005) estimates dwell time impact on the 

capacity of a terminal based on a sensitivity analysis, 

considering five scenarios with different dwell times 

and container types. The interaction among the 

terminal operators and the users of the port (e.g. 

importers/exporters, freight forwarders) is analyzed 

by Rodrigue and Notteboom (2009) and they 

conclude that the relationship and collaboration levels 

could impact container dwell times at the port.  

An analysis of dwell times at ports in Sub-Saharan 

Africa is presented by Raballand et al. (2012). Main 

findings highlight that dwell times are abnormally 

long, more than 2 weeks, and also show an abnormal 

dispersion which increases the inefficiencies of port 

operations and, in consequence, total logistic costs. 

Beuran et al. (2012) provide an analysis of the causes 

of these long dwell times from the shipper 

perspective, discovering the crucial importance of 

private sector practices and incentives.   

Moini et al. (2012) analyze the factors that 

determine container dwell times in a port, employing 

three data mining algorithms: (i) Naive Bayes 

Algorithm (Kononenko 1990), (ii) Decision Tree 

C4.5 (Quinlam 1986) and (iii) The Hybrid Bayesian 

decision tree (Kohavi 1996). Estimation results are 

compared in terms of four indicators: accuracy, the 

Kappa coefficient, RSME and execution times. In 

order to evaluate the results they provide a simulation 

under different scenarios with the results obtained. 

An important difference with respect to the work 

presented herein, is that the authors do not use the 

results to estimate container storage assignment 

policies. In addition, the data mining algorithms also 

differ from those proposed in this article.  

Another contribution of the work presented here, 

is the discretization of a continuous variable (dwell 

time) for its prediction, justified by the fact that the 

results are employed as criteria to segregate import 

containers and assign storage space according to this 

policy. In contrast, Moini et al. (2012) do not employ 

classification algorithms in their approach, which is 

reasonable as their aim is not to determine storage 

space policies which is an important difference with 

respect to the work presented here. Finally, another 

contribution of this work is the simulation proposed 

model that aims to measure the impact of different 

storage policies in terms of the number of rehandles 

incurred when containers are dispatched to external 

carriers. It is important to point out that in the 

literature there is no approach proposed in which the 

input data of a simulation model consists of the results 

obtained by the classification algorithms for dwell 

time estimation. 
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2.2 Determinant Factors of Dwell 
Times 

Table 1: Main Determinant Factors of Dwell Time. 

Factor Reference Type 

Frequency of the 

sailing schedules 
of the vessels 

Merckkx (2005), 

Moini et al. (2012) 
Unique Value 

Type of container 

(e.g., empty/full,  
dry/reefer, etc.), 

size (20/40 TEUs) 

and its contents 

Merckkx (2005), 

Moini et al. (2012) 
Nominal 

Modal split of 

hinterland 

connections 

Merckkx (2005), 
Moini et al. (2012) 

Unique Value 

Port Governance 

and structure  

Merckkx (2005), 

Moini et al. (2012) 
Unique Value 

Location of the 

Port Terminal and 
the main products 

(or logistic chains) 

that are transferred. 

Merckkx (2005), 

Moini et al. (2012) 
Unique Value 

Terminal working 

hours and business 

days 

Merckkx (2005), 

Rodrigue and 

Notteboom (2009), 
Moini et al. (2012) 

Unique Value 

Shippers and 

consignee 

Rodrigue and 

Notteboom (2009), 

Moini et al. (2012) 

Nominal 

Inspections and 

regulatory 
procedures 

Moini et al. (2012) Unique Value 

Transport corridors  Moini et al. (2012) Nominal 

Ocean carriers or 

Maritime Shipping 
Company and the 

demurrage time for 

the empty 
containers 

Moini et al. (2012) Nominal 

Container flow 

balance (export 
and import) 

Moini et al. (2012) Nominal 

Freight 

Forwarder/Broker 
and Third Party 

Logistics Company 

(3PL)  

Moini et al. (2012) Nominal 

The main factors considered in the literature as dwell 

time determinants are presented in Table 1. The 

factors are divided into two groups: unique value and 

nominal value.  Factors with a unique value are those 

that may have a unique value at each port and this 

value does not vary as a function of the cargo 

transferred at the port (i.e., the frequency on the 

itineraries, the location of the port terminal, etc.). This 

type of factor is not considered as the results for 

predicting dwell time are employed for container 

space allocation policies and this is influenced by the 

amount of cargo handled. On the other hand, nominal 

and numerical factors correspond to factors that vary 

as a function of the cargo handled, where nominal 

factors are represented by strings and numerical 

factors by a number. For instance, a nominal factor is 

related to the name of the importer or exporter, while 

the weight of a container is a numerical factor. 

3 METHODOLOGY 

DESCRIPTION 

The dwell time segregated storage space policy is 

based on generating segregations of import containers 

based on dwell time intervals. In this way, containers 

of the same segregation are those whose dwell time is 

predicted to be at the same interval. In order to 

determine the dwell time classes and estimate the 

potential impact of the proposed storage space policy, 

the proposed methodology is described as follows in 

Table 2. 

Table 2: General Methodology. 

DWELL TIME BASED STORAGE SPACE POLICY 

CALIBRATION 

INPUT: Data Base with Historical Data on the arrival and 

departure time of import containers 

 

1. STAGE 1: Dwell time prediction by classification 
algorithms 

1.1. Class definition as a function of time intervals in order to 

discretize the dwell time numerical variable.  
1.2. Application and validation of the classification 

algorithms based on a predictive model.  

1.3. Identification of the interrelation among the dwell time 
measure units based on a multi-classifier generation. 

1.4. Performance evaluation of the classification algorithms. 

 
2. STAGE 2: Dwell time segregated storage policy 

implementation and evaluation  

2.1. Segregate containers based on the dwell time classes 
obtained in Stage 1. 

2.2. Run the simulation model for a set of instances, testing 

the performance in terms of the number of rehandles 
when containers are retrieved. Compare results with 

alternative storage policies that may resemble the current 

practice of the container terminal under study.  
 

Output: Policy and impact estimation if dwell-time 

segregated policy is implemented.  

3.1 STAGE 1: Dwell Time Prediction 
by Classification Algorithms 

As observed in Table 2, the first stage consists of 

applying classification algorithms to predict dwell 

times. For this, it is necessary to have a data base with 

historical data about the containers’ arrival and 

departure times at the yard. Step 1.1 is related to the 

class interval definition. We consider that the classes 
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may be measured in three time units: hour, day and 

week. Table 3 presents a more detailed description of 

Step 1.2. 

For the sample size definition, the formula to be 

used is provided by Cochran (1986), in which the size 

of the population is assumed to be an input data. For 

the classification model, different classification 

algorithms can be evaluated according to the specific 

characteristics of the container terminal under study.  

In addition, Step 1.3 consists of the definition of the 

multi-classifier to determine the inter-relations 

among different dwell time measure units.  Step 1.4 

consists of an evaluation of the results obtained by the 

different classification algorithms. Four performance 

metrics are considered: (i) the number of instances 

classified correctly, (ii) the Kappa coefficient, (iii) the 

computational time and (iv) the mean squared error in 

time units (Witten et al. 2011). 

Table 3: Classification algorithms based on a predictive 

model. 

Step 1.2 Classification algorithm application and 

validation 

INPUT: Data base with historical data on the arrival and 

departure times of import containers 

1. Sample size definition  

2. Random sample of instances 

3. Definition of the classification model  

4. Evaluation of the classification model  

5. Estimation of the prediction error 
 

Output: Dwell time predictions. 

3.2 STAGE 2: Dwell Time Segregated 
Storage Policy Implementation and 
Evaluation 

A common practice of terminal operators is to assign 

space to containers at the yard based on segregations. 

In order to determine segregations of import 

containers based on dwell time intervals, the 

predicted dwell times and intervals found in stage 1 

(see Table 2) are employed for an instance of the 

container terminal under study. Then, a real time 

stacking heuristic for locating the import containers 

in each dwell time segregation is defined, so that 

containers of the same segregation may be assigned 

to close locations with the aim of reducing rehandles 

when containers are retrieved. 

In order to evaluate the benefits of implementing 

the policy at the yard, a discrete event simulation 

model is also proposed, in which the dwell-time 

storage space policy is implemented to define the 

location of the import containers at the yard. The 

dispatching process of the import containers to 

external carriers is also simulated in order to count the 

number of rehandles incurred. More details will be 

provided at section 5 with the case study. 

4 DECISION SUPPORT SYSTEM 

FOR THE ASSIGNMENT OF 

STORAGE POSITIONS TO 

IMPORT CONTAINERS 

This section details the architecture of a decision 

support system for the container position assignment 

at the yard of a container terminal. The aim of the 

system is two-fold: First, we enhance the capabilities 

of the TOS with a module that predicts the dwell time 

based on historical data. Second, we take advantage 

of that prediction in order to suggest an explicit 

storage location for the container under scrutiny. 

When an import container is unloaded from the 

vessel and is transported to the yard, the yard planner 

examines the container and faces the decision of 

where to store it. The yard planner uses the proposed 

system to estimate the dwell time based on 

characteristics associated to the container and 

historical information of other containers stored in the 

yard. As opposed to expert intuition, this estimation 

can be used to make an informed decision. If the yard 

planner desires, the system can suggest a specific 

storage location for the container. 

When a container is assigned to a particular 

storage slot at the yard, it is stored until requested by 

the consignee. There are some cases in which the 

container may be relocated because it is blocking the 

access to the yard crane to retrieve another container. 

These movements are also referred as rehandles. One 

of the objectives of the yard planner, is to reduce the 

number of rehandles or relocations of containers, as 

these are non-value movements that generate 

additional costs and waiting times.  

The storage space at the yard is organized as a 

three dimensional matrix ordered in bays, columns 

and rows (see Figure 1 for a pictorial reference). This 

abstract representation is convenient for maintaining 

an internal representation of the current state of the 

storage space. It is possible to define algorithmic 

operations for assigning a slot to a container, 

requesting the coordinates of a particular container, 

and analyzing if there is more containers on top of the 

requested item (i.e., a container), and so on. 

In order to explain the details of our proposed 

architecture, we will describe a sequence of temporal 

events and the relationship with each particular 
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module of the system. Figure 2 depicts the software 

architecture for the above-mentioned decision 

support system. This system is constituted by one 

main module that is connected to the TOS. The TOS 

corresponds to a software suite designed to manage 

the resources of the container terminal and it can be 

an in-house developed software or a generic 

commercial product (e.g.,Navis N4 TOS). 

 

Figure 1: BAROTI System. 

The whole process begins when the import 

container arrives to the port. At that moment, the yard 

planner accesses the graphical user interface (GUI) to 

identify the container that must be stored (labelled 

with the number 1 in the Figure 2). Then, the system 

connects to the TOS, retrieving statistical information 

regarding the container such as the name of the 

consignee, the service or vessel, type of container, 

weight, etc. This information is fed to the predictor 

and an estimation for the dwell time is obtained (see 

number 2 in the Figure 2). This estimation is made 

based on a mathematical model that use the historical 

data of containers and dwell time kept in the 

Container database. The planner use the dwell time 

estimation to decide where to place the container. 

Alternatively, the planner may request to the 

system a recommendation for the location of the 

incoming container to the yard. For this matters, the 

system includes a special module that may suggest to 

the yard planner, a storage position at the yard (see 

label 3 in the Figure 2). The module internally ask for 

a dwell time prediction, which is used as the input for 

an internal algorithm that outputs a location. This 

output location is assumed to be the best option for 

storing the current container. The general assumption 

is that two containers with a similar dwell time must 

be located in neighbouring regions. In contrast, two 

containers with a big difference in their dwell times, 

are assign to different locations avoiding to interfere 

to each other. 

 

 

Figure 2: Container Position Assignment System architecture. 
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Once the dwell time prediction and/ or the storage 

position of each incoming container at the yard have 

been determined, the system generated a report with 

this information. This report may include a graphical 

representation of the yard. In this report, the location 

in which the current container must be assigned is 

specified (label 4 in the Figure 2). Based on this 

information the yard planner may decide whether to 

accept to locate the import container in the suggested 

position. This action (label 5) is recorded in the 

Action Database. Here, our idea is that the learning 

system is generating solutions for the problem and the 

human expert can validate them as being correct or 

wrong, knowledge that can be further exploited to 

refine the learning method of the system. 

Finally (label 6), the decision made by the yard 

planner is communicated to the TOS, which records 

the transaction. As a final comment in this matter, we 

observe that the architecture is not limited for a single 

user. Rather, more than one yard planner may access 

the service concurrently, which can be an 

advantageous feature, as this information for 

instance, could be provided to the yard crane 

operators in a mobile device. 

5 CASE STUDY: PORT OF 

ARICA IN CHILE 

The port of Arica, Chile is used in this case study 

because it presents a high level of uncertainty in the 

import processes and huge container dwell times. The 

port of Arica occupies the 43rd position in the Latin 

American containerized movements ranking 

provided by UN-ECLAC; and the 6th position in the 

Chilean port system, with a total of 204,174 TEUs 

transferred  in 2013 (Doerr 2013). The port consists 

of a single multi-purpose terminal whose main 

characteristic is that about 70% of the cargo 

corresponds to cargo in transit from Bolivia.  The port 

presents special conditions for cargo handling, due to 

the political agreements between Chile and Bolivia, a 

reason for which the cargo has no storage fee (exports 

for 60 days and imports up to 365 days). Furthermore, 

the main hinterland (located in Bolivia) is more than 

1000 kilometers away, in contrast with the main 

Chilean ports, Valparaiso and San Antonio, whose 

main hinterland (Metropolitan Region of Santiago) is 

located at 120 kilometers from the ports.  

The port of Arica lacks coordination of systems 

with the hinterland such as appointment or booking 

systems, or electronic data interchange. This fosters 

the uncertainty and variability in port operations, 

especially for the import processes. Long service 

times (truck turnaround times) and container 

rehandles are commonly observed. Under this 

situation, the current practice of the yard managers is 

to assign space to containers in a semi-random 

fashion, where containers are located at the yard 

considering only very simple rules that maximize 

space utilization. A segregation-based policy for 

storage space assignment of export containers has 

been an efficient strategy for reducing rehandles 

incurred when containers are loaded on the vessel. 

Segregating export containers is commonly done 

based on the vessel´s characteristics and the 

corresponding route. These characteristics are 

considered when the stowage plan is generated and 

hence, rehandles are potentially minimized. In 

contrast, the criteria for segregating import containers 

are not so straightforwardly determined, especially if 

high levels of uncertainty on the dispatching times are 

observed.  

In this paper a methodology to implement a dwell 

time segregated policy for assigning space to import 

containers is proposed. The policy considers 

segregating containers based on predicted dwell time 

intervals. In order to evaluate the different 

classification and multi-classification algorithms 

employed, the following metrics have been 

considered: (i) number of instances correctly 

classified, (ii) accuracy, (iii) Kappa´s coefficient; (iv) 

the mean squared error; (v) the mean error in time 

units” and (vi) the mean error for categorized factors.  

A data base with container movements for the 

years 2011, 2012 and August 2013 is included, with 

a total of 151,640 import containers. Seven factors 

were considered: (1) size of the container (20/40), (2) 

type of container (Dry, Reefer, High Cube, etc.), (3) 

the status of the container (full or empty), (4) weight, 

(5) ship where the container is unloaded, (6) 

consignee or customer, and (7) the cargo’s port of 

origin.  

The first four factors correspond to characteristics 

of the container. The factors are numerical (size of 

container and weight) and nominal (type, status, ship, 

port of origin, consignee). The only dual attribute is 

dwell time, and the nominal variable consignee has 

the largest number of classes (about 5000 to 7000). It 

is important to mention that the weight and port of 

origin are factors not previously employed in the 

literature (see Table 1). 
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5.1 Results Obtained with the 
Classification Algorithms 

For the classification model, non-supervised 

classification algorithms were employed as they 

allow working with known classes. These algorithms 

follow an opposed strategy than supervised 

algorithms (Astudillo et al. 2014; Astudillo and 

Oommen 2014). This is justified by the fact that 

classes are known, since they are determined in the 

step 1.1 of the proposed methodology (see Table 1). 

The applied offline algorithms are Naive Bayes, Lazy 

Learning, and Rules Induction Learning. Table 4 

summarizes the classification algorithms evaluated: 

Table 4: Classification Algorithms evaluated. 

Algorithms Reference 

K nearest neighbors (KNN) 
Cover and Hart 

(1967) 

Naive Bayes (NB) Kononenko (1990) 

One Rule (OneR) R.C. Holte (1993) 

Incremental Reduced Error 

Pruning (IREP) or Repeated 

Incremental Pruning to 

Produce Error Reduction 

(RIPPER or JRip)  

Fürn Kranz (1994) 

K* 
Cleary and Trigg 

(1995) 

Decision Table (DT) Kohavi (1995) 

Zero Rule (ZeroR) 
Witten and Frank 

(2000) 

Dwell times were measured in days, as this is the 

commonly used time unit in port Terminals. The year 

2011 data was used to generate the model and the 

2012 data was used to evaluate it. Data for 2013 was 

used only for the simulation model described in 

section 4.2. The algorithms were implemented in 

JAVA version 1.6.0_25, using the software WEKA 

(Waikato Environment for Knowledge Analysis) in a 

personal computer with a processor Intel Core 7, and 

8 GB of RAM.  

Table 5 summarizes the results found with each 

algorithm. The classification algorithm that obtained 

a larger number of correctly classified instances, best 

accuracy, Kappa´s coefficient values and root mean 

squared error is the K*. The JRip algorithm obtained 

the best error values. On the other hand, the K* 

algorithm had longer computational times (twice as 

much as JRip). 

A multi-classifier algorithm for dwell time 

predictions was also proposed, and it was trained 

using the information from the historical data base. 

Results are presented in Table 6, where it can be 

observed that the KNN algorithm obtained the larger 

number of correctly classified instances, accuracy and 

error values, with a computational time of 40 seconds. 

As observed in previous tables, the algorithms 

without the multi-classifier obtained better results in 

general. On the other hand, the accuracy values are 

always lower than 10%, which is explained due to the 

variability of the ship and consignee factors in the 

data base. For dwell time predictions, the average 

error is about 7 days, which is high, but under current 

operations, managers of the port of Arica are not able 

to estimate container dwell times, hence in the long 

run, it is expected that this number can be reduced. 

5.2 Impact Assessment of the Proposed 
Policy via a Discrete Events 
Simulation Model 

A simulation model of the import processes at the port 

of Arica is proposed in order to evaluate the impact 

of the storage policies in terms of the number of 

rehandles incurred. For comparison purposes, a 

storage policy was implemented considering two 

variants of the stacking strategy of containers without 

the dwell time segregation policy. This allows to 

emulate the current practice of the port managers.  

Table 7 outlines the general procedure for the 

general stacking strategy implemented based on the 

dwell time segregations policy. Table 8 outlines the 

procedure for the non-segregation storage policy that 

employs two stacking strategies: Semi-random and 

Sequential, which are illustrated respectively in 

Figure 3 and Figure 4. 

The instance implemented considered the 

movements of containers in the years 2012 and 2013. 

The yard of the port terminal consists of 19 blocks for 

import containers with a total of 4820 TEU slots. In 

order to predict the dwell times, the JRip and multi-

classifier algorithms were implemented. The real 

arrival of containers at the port during each year is 

taken from the data base. For the random stacking 

strategies, five replicates were run. For the sequential 

stacking strategies, no replicates were tested given 

that the solution obtained is the same since the arrival 

of containers does not change. For the random 

stacking strategies standard deviation values were in 

the range of 140 to 444 rehandles. The simulation 

model was implemented in the software ExtendSim 

OR version 9.0 and run in a personal computer with 

Intel Core 7 and 8Gb RAM. Table 9 presents the 

results obtained. 
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Table 5: Results obtained with the classification algorithms. 

Algorithms 

Number of 

correctly 

classified 

instances 

Accuracy 
Kappa´s 

coefficient 

Mean 

squared error 

Rootmean 

squared error 

Computational 

Time 

(seconds) 

Error (days) 

Naive 

Bayes 
3,875.8 ± 188.4 6.77% 0.031 ± 0.002 0.058 ± 0.000 0.069 ± 0.000 34.1 ± 2.9 7.88 ± 0.67 

OneR 2,365.9 ± 103.3 4.13% 0.019 ± 0.003 0.058 ± 0.000 0.098 ± 0.000 34.1 ± 3.9 8.51 ± 0.20 

ZeroR 2,942.3 ± 167.6 5.14% 0.000 ± 0.000 0.058 ± 0.000 0.068 ± 0.000 62.4 ± 4.9 8.21 ± 0.93 

Decision 

table 
3,254.6 ± 256.3 5.68% 0.013 ± 0.005 0.058 ± 0.000 0.068 ± 0.000 27.4 ± 1.6 7.12 ± 0.44 

K* 4,116.7 ± 88.1 7.19% 0.038 ± 0.002 0.058 ± 0.000 0.067 ± 0.000 109.0 ± 3.4 7.42 ± 0.10 

KNN, K=1 3,966.6 ± 135.2 6.93% 0.035 ± 0.002 0.058 ± 0.000 0.070 ± 0.000 31.1 ± 10.5 8.07 ± 0.17 

JRip 2,760.6 ± 164.1 4.82% 0.002 ± 0.001 0.058 ± 0.000 0.068 ± 0.000 36.6 ± 4.1 6.94 ± 0,88 

 

As observed in Table 9, the average number of 

rehandles incurred for both 2012 and 2013 are always 

lower for the segregated dwell time policies 

employing any type of stacking strategy. 

Furthermore, the gap between the average number of 

rehandles for the non-segregated and segregated 

policies is around 13%. Comparing the best stacking 

strategy in each period for the segregated and non-

segregated policies, a 6% and a 37% gap were 

obtained for the 2012 and 2013 periods respectively.  

In order to estimate the economic impact of the 

dwell time segregated storage policy, the period 

between January and April 2012 is considered. A total 

of 16,867 rehandles were incurred at present 

conditions. If the dwell time segregated and 

sequential stacking strategy is employed, the total 

number of rehandles incurred is 14,051, with an 

approximate 17% reduction. If the cost of each 

rehandle is estimated as 10 dollars, it represents 

potential savings of about USD $28,000 for the 

container terminal. 

For further implementing the proposed decision 

support system, the port terminal requires to develop 

a module that may be interconnected with its TOS. It 

will be necessary that the port terminal develop a 

historical data base (Container DB in Figure 2 in 

section 4) with the characteristics of import 

containers that have been stored in the yard for at least 

2 years and update periodically this database or in real 

time. The information required considers the 

characteristics of containers, its cargo, and 

destination in the hinterland, as well as the dwell 

times. This information will be the input data for the 

prediction system. It will be also required to maintain 

a data base registering the decisions taken by the yard 

planner in order to analyse the performance of the 

proposed system.  

We estimate that implementing the proposed 

support system will not alter the current operations of 

the port terminal, and is not intended to replace the 

yard planner tasks. The aim of the proposed system is 

to support yard planner decisions and derive 

recommendations that will make easier this job and 

may lead to more efficient operations in the long run. 

Table 6: Multi-classifier results. 

Algorithms 

N° of 

correctly 
classified  

Instances 

Accuracy 
Computational 

Time 

(seconds) 

Error 

(days) 

Naive 

Bayes 

3,226.9 ± 

122.6 

5.63% 

79.9 ± 1.5 

7.47 ± 

0.20 

OneR 

1,309.6 ± 

87.9 

2.28% 

19.4 ± 0.9 

8.75 ± 

0.25 

ZeroR 
3,216.4 ± 

262.9 
5.62% 

31.1 ± 9.3 
7.29 ± 
0.41 

Decision 

table 

2,992.7 ± 

380.5 

5.23% 

55.2 ± 4.6 

7.18 ± 

0.42 

K* 
3,183.5 ± 

98.7 
5.56% 

114.7 ± 1.6 
7.63 ± 
0.17 

KNN, 

N=85 
3,608.0 ± 

394.8 

6.30% 

38.7 ± 4.9 
6.92 ± 

0.19 

JRip 
3,153.1 ± 

351.8 
5.51% 

61.4 ± 8.8 
7.27 ± 
0.47 

Table 7: Segregated stacking strategy. 

Dwell time Segregated Stacking Strategy  

INPUT: Dwell time predictions for each container and dwell 
time classes; Yard layout and inventory 

 

1. Define the segregation of containers based on the dwell 
time class predictions 

2. Assign to each block a segregation of containers. One block 

can contain either a single or several segregations. 
3. Once a container arrives, assign it to the corresponding 

segregation block.  

4. Define the location of the container in the block based on 
the Semi-random or Sequential stacking strategies. 

5. If a container arrives and there is no available space in the 

block corresponding to the segregation, then randomly select a 
block and repeat step 4.  

OUTPUT:  container location. 
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Table 8: Non-segregated stacking strategy. 

Non-Segregated General Stacking Strategy  

INPUT: Yard layout and inventory  

 
1.  Randomly select a block with available space.  

2. Define the location of the container in the block based on 

the Semi-Random or Sequential stacking strategies. 
3. If a container arrives and there is no available space in the 

predetermined block, then randomly select a block and repeat 

step 4.  

OUTPUT: container location. 

 

 

Figure 3: Semi-random stacking strategy illustration. 

 

Figure 4: Sequential stacking strategy illustration. 

6 CONCLUSIONS AND 

RECOMMENDATIONS FOR 

FURTHER RESEARCH 

Ship turnaround times are an important productivity 

indicator for a port terminal. Efficient container 

handling is needed during the loading and unloading 

operations. Among several factors that affect the 

performance of the ship service, the yard operation 

efficiency is a key element. In addition, for those 

terminals in which land is very restricted, the 

planning and scheduling of resources at the yard 

(space and equipment) are even more critical. 

A common practice among yard managers for 

storage space assignment consists of defining 

segregations or groups of containers with common 

characteristics. Export container segregations depend 

on the vessel´s loading sequence, which is based on 

the vessel´s route, weight and characteristics of the 

container, among other factors. On the other hand, 

segregating import containers is more complex. This 

is more difficult if the port terminal has no hinterland 

coordination mechanisms and high levels of 

uncertainty on the times when import container will 

be requested.  

In this article a dwell time segregated storage 

space policy for import containers is proposed. In 

addition, the design of a decision support system for 

the yard planner based on the proposed storage policy 

is proposed. The focus of this article was import 

containers, due to the difficulty to determine the 

criteria to segregate them. As pointed out before, this 

relies on the high levels of uncertainty on the 

dispatching times, and the fact that an important 

number of rehandles are incurred during this process. 

For the proposed policy, dwell times of import 

containers are predicted by classification algorithms. 

Then, containers are segregated based on dwell time 

classes. Import containers of the same dwell time 

class are assigned to close locations at the yard. 

As a case study, we consider the particular case of 

the port of Arica in Chile. This port presents special 

conditions for cargo handling. More than 70% of the 

cargo transferred by the port of Arica corresponds to 

transit cargo of Bolivia. Due to the political 

agreements maintained between Chile and Bolivia, 

there exists a high uncertainty in the dispatching 

processes of the import containers at the port. In order 

to evaluate the potential benefits in the daily 

operations of the yard, a discrete event simulation 

model is also implemented. Numerical results of the 

simulation model show that a dwell time segregated 

storage policy with a sequential stacking strategy 

provides a significant reduction in the number of 

rehandles incurred. Considering the real number of 

containers handled by the port for a specific instance 

data set, around to 17% reduction in rehandles is 

obtained by the proposed policy. Finally, it is worthy 

to mention that the implementation of the decision 

support system proposed may provide a valuable tool 

for the yard planner. 
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Table 9: Numerical Results: Rehandles per time period and stacking strategy. 

Storage Policy Stacking Strategy 

Average per 

policy (DT vs 
NS) 

Rehandles per period 

2012 2013 

Non-

segregated 
policy (NS) 

Non-segregated random stacking strategy 
45840.6 

48611.8 43083.6 

Non-segregated sequential stacking strategy 48756 42911 

Dwell time 

segregation 
policy (DT) 

Dwell time segregated and random stacking strategy (JRip) 

39768.76 

45785.8 37423.8 

Dwell time segregated and sequential stacking strategy (JRip) 45343 36531 

Dwell time segregated and radom stacking strategy (multi-

classifier and KNN, N=84) 
46377.4 27909 

Dwell time segregated and sequential stacking strategy (multi-
classifier and KNN, N=84) 

45337 26986 

Gap (Avg NS  - Avg DT)/Avg DT 13.25% 

Gap (Best NS  - Best DT) /Best DT   [2012] 6.74% 

Gap (Best NS  - Best DT) /Best DT   [2013] 37.11% 

 

Current practices of the managers follow a semi-

random assignment of containers at the yard, given 

the limitations of data and uncertainty in the 

dispatching times of import containers. Hence, the 

proposed support system will not change significantly 

their current operations but in turns, will provide 

recommendations to the yard planners for the 

assignment of spaces to containers, without replacing 

the personnel.  

As further research additional factors that may 

affect dwell time predictions should be analyzed, 

such as the cargo transported in the container. For 

instance, we could differentiate containers with cargo 

of a single or several consignees.  

The problem addressed in this article is at the 

tactical decision level. Hence, another research 

avenue would be to develop real time stacking 

strategies based on the dwell time segregated policy. 

Furthermore, impact assessment for different types of 

yard equipment could be another research project to 

be developed (reachstackers vs RTG vs straddle-

carriers, etc.). Finally, ship turnaround times can be 

also considered as a performance metric for the 

different stacking strategies and a sensitivity analysis 

to determine the most significant factors determining 

dwell times for the port of Arica is another research 

avenue. 
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Abstract: In this paper a discrete-time reserve process with a fixed barrier is presented and modelled as a discounted
Markov Decision Process. The non-payment of dividends is penalized. The minimization of this penalty
results in an optimal control problem. This work focuses on determining the sequence of premiums that mini-
mize penalty costs, and obtaining a rate for the probability of ruin to ensure a sustainable reserve operation.

1 INTRODUCTION

This work is related to risk theory, which describes
the behavior of the reserve process of an insurance
company. The classic model was introduced by Filip
Lundberg in 1903 (Lundberg, 1909) and developed
by Harald Cramér in 1930 (Cramér, 1930). In this
model, the premiums are obtained continuously at a
constant rate and the total amount of claims over a
period of time t is given by a compound Poisson pro-
cess. The main problem of the classical model was
to determine the ruin probability of the reserve pro-
cess. However, currently, several other interesting
problems have been matter of study: minimization
of the ruin probability, the distribution of dividends
to shareholders, the reinsurance problem, the collec-
tion of premiums dependent on the history of each
customer, analysis of the reserve process when claims
have sub-exponential distributions, just to mention a
few (see (Azcue and Muler, 2014), (Dickson, 2005),
(Dickson and Waters, 2004), (Gerber, 1981), (Ger-
ber et al., 2006), (Rolski et al., 1999), and (Schmidli,
2009)).

In particular, the problem of interest for the au-
thors of this article is the definition of policies for the
distribution of dividends in fixed periods of time when
the claims are of light or heavy tails. This issue is rel-
evant because in the classical model, if the intensity of
the premiums is higher than the average total amount
of claims (the security loading is positive), then with
probability 1, the paths of the reserve tend to infin-

ity when the time t increases indefinitely, (see (De-
Finetti, 1957)). Therefore, dividends appear as a way
to control an unlimited increment of the reserves.

Dividend policies aim to attract shareholders (or
investors), in order to address risks. One possi-
ble policy is to determine the dividend strategy that
maximizes the discounted expected value of a utility
function by means of control techniques. This ap-
proach has been studied in continuous time such as:
(Azcue and Muler, 2014), (Dickson, 2005), (Dick-
son and Waters, 2004), (Gerber, 1981), (Gerber et al.,
2006), and (Schmidli, 2009). On the other hand,
discrete-time problems of risk theory have been stud-
ied, for instance, in (Bulinskaya and Muromskaya,
2014), (Diasparra and Romera, 2009), (Martı́nez-
Morales, 1991), (Martin-Löf, 1994), (Schäl, 2004),
and (Schmidli, 2009) who have applied the optimal
control theory in insurance companies. In particular,
in (Martin-Löf, 1994) the control techniques were in-
troduced for the first time by means of the theory of
discounted Markov Decision Processes.

The discounted Markov Decision Processes
(MDPs) (see (Hernández-Lerma and Lasserre, 1996))
at discrete time are those that are periodically ob-
served under uncertainty on transit of their states and
with the property that they can be influenced by ap-
plication of controls (Hernández-Lerma and Lasserre,
1996). A Markov Decision Process (MDP) is gener-
ally described as follows: at a particular time n, the
system is observed and, depending on its current state,
a control is applied; then a cost is paid and, by a prede-
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termined transition law, the system gets to a new state.
The sequence of controls is called policy, and a way of
assessing their quality is through a performance crite-
rion. The Optimal Control Problem (OCP) consists
in determining a policy which optimizes the perfor-
mance criterion. One way to solve the OCP is using
the technique of dynamic programming introduced by
Bellman in the middle of the last century.

From this perspective, the problem of dividends
is modeled here by using discrete-time MDPs. It is
proposed to work within MDPs since similar con-
trol problems of dams or inventories, sample stor-
age problems, have been resolved successfully, see
(Finch, 1960) and (Ghosal, 1970). On the other hand,
discrete-time is used here as it was suggested in (Li
et al., 2009). This type of analysis is important in it-
self as it presents an approximation of the continuous
problem and as it is also more realistic from the ap-
plications point of view. One approach that will be
followed in this work is to study the problem of div-
idends by fixing an objective capital, (barrier) Z > 0.
If the reserve exceeds Z, then the dividends are dis-
tributed. A model with a fixed barrier reserve of an
insurance company is proposed. The reserve process
is modelled as an MDP whose admissible control be-
longs to a compact subset. The bounds of this sub-
set depend on two principles for premium calculation:
the expectation principle and the standard deviation
principle (see (Dickson, 2005)). The distribution of
the total amount of claims, by time interval, repre-
sents a compound process which is supposed to be
general, in the sense that it only requires for its den-
sity to be continuous almost everywhere. The pro-
posed performance criterion is the expected total dis-
counted cost, where the cost penalizes both the fail-
ure to pay dividends and the difference between the
admissible premiums and a constant which depends
on the standard deviation principle to premium calcu-
lation. In addition, the dynamic programming tech-
nique explicitly determines the optimal solutions, and
on the other hand, a rate for the ruin probability is
established, which aims to determine long periods of
sustainability of the company.

The paper is organized as follows: in the sec-
ond section the mathematical tools that will be used
throughout this work (mainly MDPs and stochastic
orders) are presented. The reserve process with a
fixed barrier is presented in the third section with an
analysis of dividend policies. In the fourth and fifth
sections the main results are given: the optimal pre-
mium and a rate for the ruin probability with a couple
of examples where the theory obtained in this work is
applied. Finally, research conclusions are presented.

2 PRELIMINARIES

This section presents some results on the theory that
will be used to solve the problem stated in the paper.

2.1 Stochastic Orders

Let X be a Borel space (i.e., a Borel subset of a separa-
ble metric space) and suppose that X is complete and
partially ordered. The partial order in X is denoted by
≺ . Moreover a function g : X→R is considered to be
increasing if x,y ∈ X , x ≺ y, imply that g(x) ≤ g(y),
where ≤ is the usual order in R. Besides, the Borel
σ-algebra of X is denoted by B(X).

Definition 2.1. Let X be a complete Borel space and
suppose that X is partially ordered. Let P and P′ be
probability measures on (X ,B(X)). It is said that P′

dominates P stochastically if
∫

gdP ≤ ∫
gdP′ for all

g : X → R measurable, bounded and increasing, so

write P
st
≤ P when this holds.

Remark 2.2. Let P and P′ be probability measures on

(R,B(R)). In this case, P
st
≤ P′ if F ′(x)≤ F(x), for all

x∈R, where F and F ′ are the distribution functions of
P and P′, respectively, (see (Lindvall, 1992) p. 127).

Lemma 2.3. ((Cruz-Suárez et al., 2004), Lemma 2.6)
Let X be a complete Borel space, and suppose also
that X is partially ordered. Let P and P′ be proba-

bility measures on (X ,B(X)), such that, P
st
≤ P′. Then∫

H∗dP≤ ∫
H∗dP′, for H∗ : X → R which is measur-

able, nonnegative, nondecreasing, and (possibly) un-
bounded.

2.2 Discounted Markov Decision
Processes

Let X and Y be complete Borel spaces. A stochas-
tic kernel on X given Y is a function P(·|·) such that
P(·|y) is a probability measure on X for each fixed
y ∈ Y, and P(B|·) is a measurable function on Y for
each fixed B ∈ B(X).

Let (X ,A,{A(x)|x ∈ X},Q,c) be a discrete-time
Markov Control Model (see (Bäuerle and Rieder,
2011) or (Hernández-Lerma and Lasserre, 1996) for
notation and terminology). This model consists of the
state space X , the control set A, the transition law Q,
and the cost-per-stage c. For each x ∈ X , there is a
nonempty measurable set A(x) ⊂ A whose elements
are the feasible actions when the state of the system
is x. Define K := {(x,a) : x ∈ X ,a ∈ A(x)} . c is as-
sumed to be a nonnegative and measurable function
on K.
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The transition law Q is often induced by an equa-
tion of the form

xn+1 = G(xn,an,ξn), (1)

n = 0,1, · · · , with x0 ∈ X given, where {xn} and {an}
are the sequences of the states and controls, respec-
tively, and{ξn} is a sequence of random variables in-
dependent and identically distributed (i.i.d.), with val-
ues in some space S, common density function ∆, and
independent of the initial state x0; G : K×S→ X is a
measurable function.

Assumption 2.4. (a) A(x) is compact for all x ∈ X ;
(b) c is lower semicontinuous and nonnegative;
(c) The transition law Q is strongly continuous, that

is, the function h′, defined on K by:

h′(x,a) :=
∫

h(y)Q(dy|x,a), (2)

is continuous and bounded for every measurable
bounded function h on X .

Using the standard notation and definitions in
(Hernández-Lerma and Lasserre, 1996), Π denotes
the set of all policies and F is the subset of station-
ary policies. Each stationary policy f ∈ F is identi-
fied with the measurable function f : X → A such that
f (x) ∈ A(x) for every x ∈ X .

Remark 2.5. Given an initial state x ∈ X and a sta-
tionary policy f ∈ F, the process determined by (1) is
a homogeneous Markov process with transition kernel
Q(·|x, f ) (see (Hernández-Lerma and Lasserre, 1996)
Proposition 2.3.5 p. 19).

Let (X ,A,{A(x)|x ∈ X},Q,c) be a discrete-time
Markov Control Model, in this paper the perfor-
mance criterion to consider is the Expected Total
Discounted Cost defined as

v(π,x) := Eπ
x [

+∞

∑
n=0

αnc(xn,an)], (3)

when using the policy π ∈ Π, given the initial state
x0 = x ∈ X . In this case, α ∈ (0,1) is a given discount
factor, and Eπ

x denotes the expectation with respect to
the probability measure Pπ

x induced by π and x (see
(Hernández-Lerma and Lasserre, 1996)).

A policy π∗ is said to be optimal if

v(π∗,x) =V ∗(x), (4)

for each x ∈ X , where

V ∗(·) := inf
π∈Π

v(π, ·) (5)

is the so-called optimal value function.

Remark 2.6. Assumptions 2.4a) and 2.4b) imply that
c is inf-compact on K, that is, for every x ∈ X and
r ∈ R, the set

Ar(x) := {a ∈ A(x)|c(x,a)≤ r} (6)

is compact. Therefore, Assumption 2.4 implies As-
sumption 1a) and 1b) in (Hernández-Lerma and
Lasserre, 1996). Consequently, the validity of the next
lemma is guaranteed.

Lemma 2.7. ((Hernández-Lerma and Lasserre,
1996), Theorem 4.2.3 and Lemma 4.2.8) Under As-
sumption 2.4,

(a) The optimal value function V ∗ satisfies the opti-
mality equation

V ∗(x) = inf
a∈A(x)

{c(x,a)+α
∫

V ∗(y)Q(dy|x,a)},
(7)

for each x ∈ X .

(b) There exists an optimal stationary policy f ∗ ∈ F
such that

V ∗(x) = c(x, f ∗(x))+α
∫

V ∗(y)Q(dy|x, f ∗(x)),

(8)
for each x ∈ X .

(c) Vn(x)→ V ∗(x) when n→ ∞, where Vn is defined
by

Vn(x) = inf
a∈A(x)

{c(x,a)+α
∫

Vn−1(y)Q(dy|x,a)},
(9)

for each x ∈ X , with V0(·) = 0.

3 RESERVE PROCESS

A Risk Process (see (Asmussen, 2010), (Dickson,
2005), and (Schmidli, 2009)) consists of a pair
(Pt ,St), t ≥ 0, which describes the premiums earned
and the total amount of claims during the period of
time [0, t], respectively.

The relationship between Pt and St is given as fol-
lows:

Rt = R0 +Pt −St , (10)

t ≥ 0, where R0 = u > 0 is the initial reserve of the
company. In this case, Rt represents the reserve of the
company at the time t. The process {Rt}t≥0 is called
Reserve Process.

The ruin of the company is given at the instant Rt
takes a negative value. The main objective then is to
determine the probability of this event, which is done
in the following definition.

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

142



Definition 3.1. The ruin probability ψ(u), with initial
reserve u > 0, is defined by

ψ(u) := Pr[τ(u)<+∞] (11)

where τ(u) := in f{t > 0|Rt < 0} with τ(u) = +∞ if
Rt > 0 for all t ≥ 0.

In the classical model of Lundberg and Cramér,
the premiums are determined continuously and de-
terministically, i.e., Pt = Ct where C > 0 and t ≥ 0.
In addition, the total amount of claims St may de-
pend on two process: a homogeneous Poisson process
{N(t)}t≥0, with intensity λ> 0, and a claims amounts
process {Yi : i = 1,2, · · ·}, where Yi are independent
and identically distributed random variables. Thus,
the total amount of claims until time t is given by

St =
N(t)

∑
i=1

Yi, (12)

where St = 0 if t = 0.
Thus, the classical reserve process is described by

Rt = u+Ct−
N(t)

∑
i=1

Yi,

= u+Ct−St .

Observe that if E[St ] denotes the expectation of St ,
and E[St ] < +∞, then, taking the expectation in the
last equation, it is obtained that

E[Rt ] = u+(C−λE[Y1])t. (13)

Choosing C > λE[Y1], it is concluded that the av-
erage reserves of the company grow indefinitely. In
other words, the reserve Rt tends to infinity when t
does so with probability 1−ψ(u). The assumption
C > λE[Y1] is known as the Safety Loading Condi-
tion.

As mentioned above, in the classical model, the
safety loading condition allows an insurance company
reserves to accumulate indefinitely, which is unrealis-
tic. Although there seems to be a controversy about
this point, it has been suggested to establish an up-
per limit (barrier) Z for the accumulation or earnings
in order to sustain the risks (see (Azcue and Muler,
2014), (De-Finetti, 1957), (Dickson, 2005), (Dickson
and Waters, 2004), and (Schmidli, 2009)). To reach
this end, the reserves of the company must be reduced
to Z from time to time, for example, by paying divi-
dends to shareholders.

Remark 3.2. It is important to mention that in a more
general setting, some of the assumptions of the clas-
sical model may be relaxed, e.g.,{N(t)} could be a
non-homogeneous Poisson process or a more general
renewal process. Hence it is possible to assume that

the claim size cumulative distribution function is of a
particular parametric form, eg., gamma, Weibull, etc.
(see Assumption 3.5 and examples 1 and 2, below).

Dividends can be understood as payments made
by a company to its shareholders, either in cash or
in shares. The arguments about the advantages of a
dividend refer to the intention of the investors to earn
income in the present and to reduce uncertainty. For-
mally, the dividends, dt , are defined as dt = [Rt−Z]+,
where [z]+ = max{0,z}.

On the other hand, in the existing literature, differ-
ent methods are proposed to determine the premium
value for the safety loading condition to hold (see
(Dickson, 2005) and (Schmidli, 2009)). In this work
the expectation principle will be used.

3.1 Discrete-time Reserve Process

Now, a discrete-time reserve model will be developed.
The discretization is reasonable because, in practice,
decisions of the company about its operations are
taken at fixed points of time (see (Bulinskaya and
Muromskaya, 2014), (Diasparra and Romera, 2009),
(Li et al., 2009), and (Schmidli, 2009)).

Let {Rt} be a reserve process with initial reserve
R0 = u > 0, and {tn} be an increasing sequence of
positive real numbers with t0 = 0. Then, equation (10)
implies that

Rtn+1 −Rtn = (Ptn+1 −Ptn)− (Stn+1 −Stn), (14)

for n = 0,1, · · · , where (Ptn+1 −Ptn) and (Stn+1 − Stn)
are the premiums earned and the total amount of
claims during the period (tn, tn+1], respectively.

Let xtn := Rtn , atn := (Ptn+1 − Ptn) and ξtn :=
(Stn+1 − Stn). Then, without loss of generality, it is
possible assume that tn = n for n > 0. Then, the
discrete-time reserve model is as follows:

xn+1 = xn +an−ξn, (15)

with x0 = u > 0.
In this case, xn+1 represents the reserve at time

t = n+1. Moreover, the discrete-time ruin probability
is determine by

ψd(u) := Pr[τd(u)<+∞] (16)

where τd(u) := inf{n≥ 1|xn ≤ 0} with τd(u) =+∞ if
xn > 0 for all n > 0.

According to the ruin probability defined above,
the ruin of the company is attained when xn + an−
ξn ≤ 0 for some n > 0.

If the following dynamics is considered:

xn+1 = [xn +an−ξn]
+, (17)

for n = 1,2, · · · , with x0 = u > 0, then dynamics
in (17) determines the ruin when xn = 0 for some
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n = 1,2, · · · . However, just as in the continuous case
model, if the safety loading condition holds, E[xn]→
+∞ when n→+∞.

Remark 3.3. The dynamics described in (17) is
known as the Lindley random walk (see (Asmussen,
2010)) which has various applications, for example,
in storage processes, waiting time model, queue size
models, to name a few (Asmussen, 2010). (See Re-
mark 3.4, below.)

3.2 Reserve Process with a Fixed
Barrier

This subsection provides a reserve process which is
modelled as a discounted Markov Decision Process
at discrete time. The motivation is originated from
the previous subsection, that is, the possibility of dis-
cretizing the reserve process, and the existence of a
fixed barrier which defines the payments of dividends
(see (Azcue and Muler, 2014), (De-Finetti, 1957),
(Dickson, 2005), and (Martı́nez-Morales, 1991)).

Let Z be a fixed barrier such that, if at time tn,
xn > Z, the surplus Xn−Z is used to pay dividends.
Thus, the study of the reserve process focuses on the
reserves below barrier Z. Mathematically, this is de-
scribed by the following dynamics:

xn+1 = min{[xn +an−ξn]
+,Z} (18)

with x0 = u > 0.
In this case, xn, an and ξn denotes respectively:

reserve, premium and the total amount of claims of
the company at the beginning of the period (n,n+1].
Remark 3.4. The dynamics given in equation (18)
has been used to describe storage processes with finite
capacity such as: dams, inventory, waiting time model
and queue sizes, to name a few (see (Finch, 1960) and
(Ghosal, 1970)).
Assumption 3.5. Suppose that {ξn} is a sequence of
i.i.d. random variables with values on [0,∞), and a
common distribution F whose density ∆ is continu-
ous almost everywhere (a.e.), with E[ξ] < +∞ (ξ is a
generic element of the sequence {ξn}).

In the rest of this paper Assumption 3.5 will not be
mentioned in each result, but it is supposed to hold.
Remark 3.6. Observe that Assumption 3.5 considers
general distributions which, in practice, permits us to
work with distributions with light or heavy tails (see
(Azcue and Muler, 2014)).

Using the expectation principle for premiums cal-
culation, it is ensured that the safety loading condition
for the process described in equation (18) holds. De-
fine

K := (1+ ε)E[ξ] (19)

and
M := (1+β)E[ξ], (20)

where 0 < ε < β. Then, by ((Dickson, 2005) and
(Schmidli, 2009)) K < M, therefore, the admissible
premiums set is the compact subset [K,M]. (Note that
for all premium a ∈ A(x) = [K,M], the safety load-
ing condition is satisfied, and β is fixed in order to be
competitive in the insurance market.)

Every time that the reserve is below the barrier Z,
the non-payments of dividends is penalized. There-
fore, the following cost function is proposed:

c(x,a) := [Z− x]+, (21)

for each x ∈ [0,+∞) and a ∈ [K,M].

Remark 3.7. This model defines an MDP: take X =
[0,+∞) as the state space; A = [K,M] as the action
space; A(x) = [K,M] as admissible actions for each
x ∈ X ; the transition law Q is induced by the function
G(x,a,s) := min{[x+ a− s]+,Z} for each (x,a) ∈ K
and s ∈ [0,+∞) (see equation (1)). Finally, the cost
function is defined in (21).

According to Remark 3.7, there is a problem (an
OCP) to determine the sequence of premiums π =
{an} which optimizes

v(π,x) := Eπ
x

[
+∞

∑
n=0

αn[Z− xn]
+

]
, (22)

where x ≥ 0 is the initial reserve, and α is a given
discount factor.

4 OPTIMAL PREMIUMS

In this section the research results are presented using
MDPs theory.

By the definition of the cost function in (21) it
is concluded that it is nonnegative and continuous.
Moreover, for each x ∈ X , A(x) = [K,M] is a compact
set. So, now it is only necessary to show Assumption
2.4c) which is presented in the following lemma.

Lemma 4.1. The transition law Q, induced by (18),
is strongly continuous.

Proof. Let h : X → R be a measurable function
bounded by the constant γ. Using the Variable Change
Theorem ((Ash and Doléans-Dade, 2000) p. 52), it
follows that
∫

h(y)Q(dy|x,a)=
∫ ∞

0
h(min{[x+a−s]+,Z})∆(s)ds,

(23)
(x,a) ∈ K.
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Furthermore,
∫ ∞

0
h(min{[x+a− s]+,Z})∆(s)ds = (24)

h(0)(1−F(x+a)) (25)

+ h(Z)F(x+a−Z) (26)

+
∫ x+a

x+a−Z
h(x+a− s)∆(s)ds, (27)

(x,a) ∈K, where F is the common distribution func-
tion of ξ.

Since density ∆ is a continuous function a.e. (see
Assumption 3.5), F is also continuous (see (Ash and
Doléans-Dade, 2000), p. 175)

Given the above, it suffices to prove that
∫ x+a

x+a−Z
h(x+a− s)∆(s)ds (28)

is a continuous function on (x,a) ∈K.
For this purpose, let {(xk,ak)} be a sequence in

K converging to (x,a) ∈ K. By the Variable Change
Theorem ((Ash and Doléans-Dade, 2000) p. 52),
∫ x+a

x+a−Z
h(x+a− s)∆(s)ds =

∫ Z

0
h(y)∆(x+a− y)dy.

(29)
Consider the following functions defined by

hk(y) := h(y)∆(xk +ak− y)I[0,Z](y), (30)

gk(y) := γ∆(xk +ak− y)I[0,Z](y), (31)

for k = 1,2, · · · , y ∈ [0,+∞), where IB(·) denotes the
indicator function on the set B.

Note that |hk| ≤ gk for all k≥ 1. Furthermore, {gk}
converges a.e. to the function g which is defined by

g(y) := γ∆(x+a− y)I[0,Z](y), (32)

y ∈ [0,+∞).
Furthermore,

∫
gk(y)dy = γ

∫ Z

0
∆(xk +ak− y)dy,

= γPr[xk +ak−Z ≤ ξ≤ xk +ak],

= γ(F(xk +ak)−F(xk +ak−Z)),

and, as the distribution F is continuous, then

lim
k→∞

∫
gk(y)dy =

∫
g(y)dy. (33)

Finally, by the Dominated Convergence Theorem
((Royden, 1988) p. 92)

lim
k→∞

∫ xk+ak

xk+ak−Z
h(xk +ak− s)∆(s)ds

= lim
k→∞

∫
hk(y)dy

=
∫

lim
k→∞

hk(y)dy

=
∫ Z

0
h(y)∆(x+a− y)dy

=
∫ x+a

x+a−Z
h(x+a− s)∆(s)ds

and therefore the result holds.

By Lemma 4.1, Assumption 2.4 holds, and there-
fore Lemma 2.7 guarantees the existence of the opti-
mal policy, f ∗ ∈F, which, in the context of the reserve
process, describes the sequence of optimum premi-
ums that minimizes the performance index given in
(22).

Lemma 4.2. a) The transition law Q, induced by
(18), is stochastically ordered, i.e.,

Q(·|x,a)
st
≤ Q(·|w,b) (34)

for each (x,a), (w,b) ∈K with x≤ w and a≤ b.
b) The optimal value function V ∗(·), and the value

iteration functions Vn(·), defined in (9), are de-
creasing on X .

Proof. a) Let (x,a),(w,b)∈K with x≤w and a≤ b.
Observe that

[x+a− s]+ ≤ [w+b− s]+, (35)

s ∈ [0,+∞).
On the other hand, if min{[w+ b− s]+,Z} = Z,
then min{[x+a− s]+,Z} ≤min{[w+b− s]+,Z},
and if min{[w + b− s]+,Z} = [w + b− s]+, by
(35) min{[x+a− s]+,Z} ≤min{[w+b− s]+,Z}.
Therefore

min{[x+a− s]+,Z} ≤min{[w+b− s]+,Z},
(36)

s ∈ [0,+∞). Thus, by (36) if min{[w + b −
ξ]+,Z} ≤ ς, then min{[x + a− ξ]+,Z} ≤ ς, and
therefore

Q(min{[w+b−ξ]+,Z} ≤ ς|w,b)≤

Q(min{[x+a−ξ]+,Z} ≤ ς|x,a). (37)

Finally, by Remark 2.2, the result holds.
b) First it will be shown that Vn is decreasing on X .

The proof is made by mathematical induction.
Let x,w ∈ X with x ≤ w. By definition of Vn, for
n = 1,

V1(x) = inf
a∈A(x)

{[Z− x]+}; (38)
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this implies that V1(x) = [Z− x]+, therefore V1 is
decreasing on X .
Now, for n = 2,

V2(x) = inf
a∈A(x)

{c(x,a)

+ α
∫

V1(min{[x+a− s]+,Z})∆(s)ds}

= inf
a∈A(x)

{c(x,a)

+ α
∫
[Z−min{[x+a− s]+,Z}]+∆(s)ds}

= inf
a∈A(x)

{c(x,a)

+ α
∫
(Z−min{[x+a− s]+,Z})∆(s)ds}

= inf
a∈A(x)

{[Z− x]++αZ

− α
∫

min{[x+a− s]+,Z}∆(s)ds}

= inf
a∈A(x)

{[Z− x]++αZ

− α
∫

yQ(dy|x,a)}.

Hence, by part (a) of this lemma and using
Lemma 2.3 with H∗(y) = y, y ∈ X , the function
g∗, defined by

g∗(a) :=−α
∫

yQ(dy|x,a), (39)

a ∈ [K,M] is decreasing, and so its minimum is
M. This implies that

V2(x) = [Z− x]++αZ−α
∫

yQ(dy|x,a). (40)

Since x ≤ w and after some calculations, it is ob-
tained that V2(w) ≤ V2(x). As x and w are arbi-
trary, then V2 is a decreasing function on X . Sup-
pose that Vn is decreasing on X for some n > 2.
Again, take x,w ∈ X with x≤ w. Then

Vn+1(x) = inf
a∈A(x)

{c(x,a)

+ α
∫

Vn(min{[x+a− s]+,Z})∆(s)ds}

= inf
a∈A(x)

{[Z− x]+

+ α
∫

Vn(y)Q(dy|x,a)}.
(41)

Let a ∈ [K,M]. By induction hypothesis and by
the stochastic order of Q, it yields that

[Z−w]++α
∫

Vn(y)Q(dy|w,a)

≤ [Z− x]++α
∫

Vn(y)Q(dy|x,a),

then taking minimum on a ∈ [K,M] on both sides
of the inequality, it is obtained that Vn+1(w) ≤
Vn+1(x). Therefore, Vn+1 is decreasing. By
Lemma 2.7c), Vn(x)→ V ∗(x), x ∈ X , which im-
plies that V ∗ is a decreasing function on X .

Theorem 4.3. The optimal policy for the reserve pro-
cess with dividends, induced by (18), is f ∗(·)≡M.

Proof. Let x∈X be fixed. By Lemma 2.7, V ∗ satisfies
the optimality equation (7), that is,

V ∗(x) = inf
a∈A(x)

{[Z− x]+

+ α
∫

V ∗(y)Q(dy|x,a)}.

Also, by Lemma 4.2, V ∗ is decreasing and Q is
stochastically ordered. Then, if a,b ∈ [K,M], with
a≤ b, it is obtained that

α
∫

V ∗(y)Q(dy|x,b)≤

α
∫

V ∗(y)Q(dy|x,a). (42)

Adding [Z−x]+ on both sides of the inequality above,
it is concluded that, for a ∈ [K,M],

H(a) := [Z− x]++α
∫

V ∗(y)Q(dy|x,a) (43)

is a decreasing function and its minimum is reached
in M. Since x is arbitrary, the result follows.

Finally, in this section, by Theorem 4.3 it is ob-
tained that the optimal value function is of the form

V ∗(x) = v(M,x) = EM
x

[
+∞

∑
n=0

αn[Z− xn]
+

]
, (44)

for each x ∈ X . That is, the expected total discounted
cost of the penalties for not reaching the barrier Z, and
therefore not paying the dividends to shareholders is
brought to present value, given the discount factor α.
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5 RATES FOR RUIN
PROBABILITY

This section presents a rate for ruin probability which
permits to determine a period of sustainability for
the company under the optimum reserve process, that
is, the process under the optimal policy (premium)
f ∗(·)≡M,

xM
n+1 = min{[xM

n +M−ξn]
+,Z}, (45)

with xM
0 = u > 0.

To this end,

ψN
d (u) := Pr[xM

0 = u,xM
1 6= 0, · · · ,xM

N−1 6= 0,xM
N = 0]

(46)
is defined for u > 0 and N > 2.

Observe that ψN
d (u) is the ruin probability when

τd(u) = N, where τd is the stopping time for the state
zero (see equation (16)).
Theorem 5.1. Let {xM

n } be the optimal reserve pro-
cess generated for the optimal policy f ∗ ≡ M, with
xM

0 = u > 0 and N > 2. Then

ψN
d (u)≤ (Pr[ξ < Z +M])N−2 ·Pr[ξ < u+M]. (47)

Proof. The optimal process {xM
n } is a homogeneous

Markov process with transition law Q (see Remark
2.5).

Consider the following sets: B0 = {xM
0 = u}, BN =

{xM
N = 0} and Bi = {xM

i 6= 0}, for i = 1,2, · · · ,N−1,
and observe that Bi ∈ B(X) for i = 1,2, · · · ,N.

Then, by Proposition 7.3 p. 130 in (Breiman,
1992),

ψN
d (u) =

= Pr[xM
0 = u,xM

1 6= 0, · · · ,xM
N−1 6= 0,xM

N = 0]

=
∫

BN−1

· · ·
∫

B0

Q(BN |wN−1,M)

Q(dwN−1|wN−2,M) · · ·
Q(dw1|w0,M)ρ(dw0),

where the initial distribution ρ is the Dirac measure
concentred on u.

On the other hand, observe that

Q(BN |wN−1,M)≤ 1. (48)

Therefore

ψN
d (u) ≤

=
∫

BN−1

· · ·
∫

B0

Q(dwN−1|wN−2,M)

· · · Q(dw1|w0,M)ρ(dw0).

furthermore, for each i= 1,2, · · · ,N−1, Bi⊆{ξi−1 <
xM

i−1 +M} ⊆ {ξ < Z +M}; this implies that

Q(Bi|wi−1,M)≤Pr[ξi−1 < xM
i−1+M]≤Pr[ξ<Z+M].

(49)

So

ψN
d (u) ≤

=
∫

BN−2

· · ·
∫

B0

Pr[ξ < Z +M]

Q(dwN−2|wN−3,M) · · ·
Q(dw1|w0,M)ρ(dw0).

Finally, iterating this way N−3 times and since ρ
is concentrated in B0, it is obtained that

ψN
d (u)≤ (Pr[ξ < Z +M])N−2Q(B1|u,M), (50)

where Q(B1|u,M) = Q(xM
1 6= 0|u,M) = Pr[ξ < u +

M].

The examples that follow illustrate the applica-
tion of Theorem 5.1. To do this, the ruin probability
ψN

d (u) = 0.001 and ν := 1−ψN
d (u) are considered.

Table 1: Gamma distribution.

u κ = 1 years(≈ N) κ = 3 years(≈ N)
1 Z=4.503 19.07 Z=6.928 18.70
2 M=2 19.11 M=4.732 18.99
3 19.12 19.08
4 19.17 19.09

5.1 Example 1

Suppose that ξ has a Gamma distribution with param-
eters (λ,κ) whose density is of the form

∆(s) =
λ

Γ(κ)
(

s
λ
)κ−1e−(s/λ),s > 0, (51)

where Γ(k) =
∫ +∞

0 sk−1e−sds is the Gamma function.
It is known that the Gamma distribution is not an-

alytically integrable, so it is necessary to resort to ta-
bles for this distribution given in (Wilks, 2011) Ap-
pendix B Table B.2.

In this case, the optimal premium is

M = κ+β
√

κ, (52)

where β is the loading factor.
Given λ = β = 1, and different values of u, Z, M,

and their respective period of sustainability (in years)
are calculated for κ = 1,3. These values are shown in
Table (1).

5.2 Example 2

Suppose that ξ has a Weibull distribution with param-
eters (λ,κ). It is known that the distribution function
is as follows:

F(s) = 1− e−(s/λ)κ
,s > 0. (53)
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Since F(M+Z) = ν, it follows that

Z = λ(ln(1−ν)−1)1/κ−M. (54)

In this case, the optimal premium is

M = λ(Γ(1+1/κ)+β
√

Γ(1+2/κ)−Γ2(1+1/κ)),
(55)

where β is the loading factor.
Given λ = β = 1, and different values of u, Z, M,

and their respective period of sustainability are calcu-
lated for κ= 0.8,0.6. These values are shown in Table
(2).

Table 2: Weibull distribution.

u κ = 0.8 years(≈ N) κ = 0.6 years(≈ N)
1 Z=8.64 19.00 Z=20.91 18.98
2 M=2.56 19.08 M=4.14 19.03
3 19.12 19.07
4 19.15 19.10

6 CONCLUSIONS

With the theory presented in this paper, a discrete time
reserve process with a fixed barrier was determined,
when it was modelled as a discounted Markov De-
cision Process. The dynamics presented in Equation
(18) describes the behavior of the reserves of the com-
pany when these are below the barrier. This allows us
to set a penalty to take into account non-payments of
dividends. By controlling the process generated by
premiums, it is found that the optimal policy is M.

On the other hand, the rate presented in Theorem
5.1 permits to determine the periods of sustainability
of the company given a ruin probability and an initial
reserve. This bound depends on the distribution of
the total amount of claims per time interval. It should
also be noted that these random variables are only as-
sumed to have continuous density almost everywhere,
with finite first and second moments. This condition
is satisfied by a wide range of distributions. The ex-
amples illustrate how to apply the rate in the case of
distribution with light or heavy tails.
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Abstract: A core component of the oil supply chain is the distribution of products. Of the different types of distribution 
modes used, transportation by pipeline is one of the safest and most cost-effective ways to connect large 
supply sources to local distribution centers, where products are loaded into tanker trucks and delivered to 
customers. This paper presents a two-level optimization approach for detailed scheduling of tree-like pipeline 
systems with a unique refinery and several distribution centers. A mixed-integer linear programming (MILP) 
formulation is tackled in each level, with the upper and lower level models providing the aggregate and 
detailed pipeline schedules, respectively. Both models neither discretize time nor divide a pipeline segment 
into packs of equal size. Solutions to two case studies, one using real-life industrial data, show significant 
reductions in both operational cost and the CPU time with regards to previous two level approaches.

1 INTRODUCTION 

In today’s competitive environment, supply chain 
management is a major concern for companies and 
has received growing attention in recent years.  The 
oil supply chain deals with a complex structure and 
comprises many costly stages such as: oil exploration, 
refining and product distribution, with transportation 
costs already surpassing 400 billion dollars in the 
early eighties (Bodin et al., 1983). 

Different types of distribution modes are used in 
the oil supply chain where the pipeline mode is the 
most reliable and cost-effective way of transporting 
high volumes of oil products between refineries 
(upstream) and distribution centers nearby consumer 
markets (downstream). Transportation scheduling of 
petroleum products via pipelines is one of the most 
challenging management problems with several 
operational restrictions to be considered.  

Pipelines convey a variety of oil derivatives such 
as heating oil, motor gasoline, jet fuel, and liquefied 
gas (one after the other). The products usually move 
through several pipelines before reaching their final 
destinations. Since there is not a physical barrier in 
between products, some mixing occurs, producing a 
contaminated product that is referred to as interface 

material. An effective sequence of pipeline input and 
output operations can considerably reduce pipeline 
operating costs. 

In recent years, several authors have applied 
rigorous optimization tools to pipeline scheduling 
problems, relying both on discrete- (Rejowski and 
Pinto, 2003, 2004; Magatao et al., 2004; Herran et al., 
2010) and continuous-time MILP formulations 
(Cafaro and Cerda, 2004; Castro, 2010; Cafaro and 
Cerda, 2011; Mostafaei and Ghaffari, 2014; 
Mostafaei et al. 2015a). They have generally 
considered two operational plans for the pipeline 
systems: aggregate and detailed, depending on the 
way pipeline input and output operations are 
performed. Aggregate plans define the optimal batch 
sizes and the sequence of batch injections during the 
time horizon, while detailed plans deal with 
sequencing and timing of batch removals during a 
pumping operation. 

Mostafaei and co-workers (Ghaffari and 
Mostafaei, 2015; Mostafaei et al., 2016, 2017) 
developed continuous time MILP models to tackle the 
operational planning of straight pipeline networks 
that permits to achieve both the aggregate and the 
detailed plans in single step. Compared to a two-level 
approach developed by Cafaro et al. (Cafaro et al. 
2012), they achieved better detailed schedules.  

150
Mostafaei, H. and Castro, P.
Two-level Approach for Scheduling Multiproduct Oil Distribution Systems.
In Proceedings of the 6th International Conference on Operations Research and Enterprise Systems (ICORES 2017), pages 150-159
ISBN: 978-989-758-218-9
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved



Cafaro and Cerda (2010) introduced a continuous 
time MILP formulation for aggregate scheduling of 
tree-like pipelines. Castro (2010) and Mostafaei et al. 
(2015b) developed continuous time MILP 
formulations to solve the detailed scheduling of the 
same problem in a single step. However, the single 
level optimization framework is computationally 
expensive for large-scale problems. It is the main goal 
of this paper to propose a computationally more 
efficient approach relying on hierarchical 
decomposition to generate the detailed schedule. 

In previous two level approaches for straight 
pipelines (Cafaro et al. 2011, 2012), each product 
delivery operation in the lower level model should be 
accomplished in the time interval determined in the 
upper level model. Such a decision may not avoid 
unnecessarily flow restarts if a depot is alternatingly 
active in the aggregate schedule. This limitation is 
also relaxed in this paper. 

The rest of the paper is organized as follows: 
Section 2 presents a brief description of the problem 
under study. Section 3 builds a hierarchically 
decomposition approach for the detailed scheduling 
of the tree-like pipeline networks. The efficacy of the 
proposed approach is tested using two case studies, 
leading to the results in Section 4. The last section 
puts forward the conclusions and sums up the paper. 

2 PROBLEM STATEMENT 

We deal with a short-term scheduling problem where 
a tree-like pipeline must convey oil derivatives from 
a single refinery to several distribution centers 
(depots). Such a pipeline system consists of a trunk 
line known as mainline (pipeline	݊0) and several 
secondary lines emerging from the mainline at 
different sites (branch points). Figure 1 shows a tree-
like pipeline network with two secondary lines 
(pipelines	݊1,	݊2). A pipeline segment ends with a 
depot and/or a branch point. The secondary line ݊2 in 
Figure 1 has two segments and two depots. 

 

Figure 1: Tree-like pipeline system. 

Batches of petroleum products pumped at the 
refinery are diverted to mainline depots or/and 
branched into secondary lines. The aim is to 

determine the optimal batch input and output 
operations in order to meet depot requirements at 
minimum total cost subject to the following rules: (1) 
pipeline segments remain full at any time; (2) each 
pumping operation involves at most one batch 
injection at the refinery (3) pipelines work in a single 
flow direction, from left to right in the diagrams, (4) 
the refinery should pump product into the mainline in 
admissible injection rates; (5) in the detailed level, a 
pumping operation can at most have one batch input 
in each pipeline and in each depot whereas the 
aggregate plan relaxes such assumption; (6) pipeline 
segments should operate in acceptable flowrate 
ranges, whereas in the aggregate level there are no 
flowrate segment restrictions; (7) the valves of active 
depots and segments remain open throughout the 
pumping operation while they may be turned on/off 
several times in the aggregate plan. 

Given are the following: (i) the number of 
products to be injected by the refinery (ii) the time 
horizon length measured in hours (h), (iii) the 0-1 
matrix of forbidden sequences between products, (iv) 
capacity of pipeline segments measured in m3, (v) 
volumetric coordinate of depots (m3), (vi) volumetric 
coordinate of branch points (m3), (vii) pump rate at 
refinery measured in m3/h, (viii) flowrate range in 
pipeline segments (m3/h), (ix) maximum/ minimum 
volume injected to each pipeline and diverted to 
depots during each pumping operation (m3), (x) 
product inventory at refinery and product demand at 
depots (m3). 

3 OPTIMIZATION MODEL 

In this section, we present a two-level approach for 
the detailed scheduling of tree-like pipelines. We will 
sequentially solve the aggregate (upper level) and the 
detailed (lower level) pipeline scheduling models 
recently developed by Mostafaei et al. (2015b). The 
aggregate model (referenced hereafter as the AP 
model) will focus on batch input sequencing problem 
whereas the detailed schedule (DP model) will 
consider batch output sequencing problem in depots. 
The approach uses the common sets defined in 
Mostafaei et al (2015b): (1) ݇ ∈  pumping runs (2) ;ܭ
݊ ∈ ܰ; pipelines, (3) ݏ ∈ ܵ; depots or segments of 
pipeline ݊, (4) ݅ ∈ ܫ ൌ ሼ݅ଵ, ݅ଶ, … ሽ; batches to move 
inside the pipeline network, (5) ܫ୬ୣ୵; new batches to 
be pumped into the mainline (ܫ୬ୣ୵ ⊆ ܫ (6) ,(ܫ ൌ
ௗܫ ∪  ௪; batches  to move in pipeline ݊, withܫ
 ݊ indicating the batches initially inside pipeline	ௗܫ
and ܫ௪	denoting the batches to be transferred within 
the planning horizon; (7)  ∈ ܲ; oil products, (8) 
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௦ܫሺ	௦ܫ 	⊆  ,ݏ ሻ; batches to be diverted into depotܫ
(9)	 ܲ; product contained in old batch ݅ and (10) ܫ ܰ; 
non-empty old batches in secondary line ݊. Note that 
pipeline ݊0 is referred to as the mainline. 

Two alternative objective functions will be 
explored through the optimization approach. The 
objective function of the AP model will minimize the 
operational cost of pipeline, including pumping, 
interface and backorder costs. The DP model will 
reduce the pump operating and maintenance costs 
subject to fully fulfilling all product deliveries 
accomplished by the aggregated plan. As stated by 
Hane and Ratliff (1995), most of the pipeline energy 
consumption and the pump maintenance costs are 
linked to flow restarts in idle pipeline segments and 
consequently it is important to minimize the number 
of pipeline segments where the flow is resumed or 
stopped. Restarting the flow in a segment is 
equivalent to saying that the segment is active 
through the current pumping run but inactive during 
the previous one. The opposite condition identifies 
the stop of the pipeline segment.  

Note that minimizing the number of flow 
stoppages brings another economic benefit to the oil 
industry since the size of the interface volume 
between adjacent batches inside a segment tends to 
increase while it stays inoperative. Future work will 
involve enforcing pipeline segments to contain a 
single product when they are inactive. 

Here we present the AP and DP model. The list 
of model entities can be found in Mostafaei et al. 
(2015b). 

3.1 Aggregate Level (AP)  

3.1.1 Pumping Sequence 

Let ܵ ܶ be the start time of pumping run ݇ and ܮ be 
its duration. Pumping run ݇ can start if the previous 
run ݇ െ 1 is completed. The length of all runs must 
not surpass the length of planning horizon. 

 
ܵ ܶ ൌ ܵ ܶିଵ  ,ିଵܮ 		∀݇ ∈ ሺ݇ܭ  2ሻ (1) 

 ܮ
∈

 ݄୫ୟ୶ (2) 

3.1.2 Tracing the Location of Batches 

The continuous variable ܲܮ ܸ,, is used to track the 
upper location of batch ݅ ∈   in pipeline ݊ at the endܫ
of pumping run ݇ . This variable is equal to the volume 
of batches ݅ ᇱሺ݅ᇱ  ݅ሻ pursing batch ݅ ∈   at the end ofܫ
pumping run ݇. 

 

ܲܮ ܸ,, ൌ  ܵܲ ܸᇲ,,,
ᇲ∈ூ:ஸᇲ

∀݅ ∈ ,ܫ ݇ ∈ ,ܭ ݊ ∈ ܰ (3) 

3.1.3 Injecting Batches from the Refinery 

Binary variable ߣ, is equal to one if batch ݅ ∈   isܫ
receiving material from the refinery during pumping 
run ݇ . During run ݇ , batch ݅  can receive material if the 
lower coordinate of the batch (ܲܮ ܸ,, െ ܵܲ ܸ,,) 
touches the origin of the mainline at the end of 
pumping run ݇ . If ߣ, ൌ 1, a positive volume of batch 
݅ will be injected into the pipeline at the acceptable 
pump rate belonging to the interval [ݎݒ

୫୧୬, ݎݒ
୫ୟ୶]. 

 

ߣ,
∈ூ

 1, ∀݅ ∈  ୬ୣ୵ (4)ܫ

ܲܮ ܸାଵ,ିଵ,  ܲ ܸ൫1 െ ,,൯ߣ ∀݅ ∈ ,ܫ ݇ (5) 
ܲܫ ܸ

୫୧୬ߣ,  ܲܫ ܸ,,  ܲܫ ܸ
୫ୟ୶ߣ,, ∀݅ ∈ ,ܫ ݇ (6) 


ܲܫ ܸ,,

ݎݒ
୫୧୬

∈ூబ

 ܮ  
ܲܫ ܸ,,

ݎݒ
୫୧୬

∈ூబ

,				∀݇ (7) 

3.1.4 Product Allocation to Batches 

Batch ݅ can at most convey a single product . Binary 
variable ݕ, is used to allocate products to batches. 
The volume of batch ݅ containing product  pumped 
from the refinery (ܲܲ ܸ,,) should be within a given 
range. If it conveys a product, new batch ݅ ∈  ௪ willܫ
be pumped into the mainline in one or more pumping 
operations. Since each batch can convey a single 
product, the volume of batch ݅ containing  pumped 
through run ݇ is equal to ܲܫ ܸ,,. 

 
∑ ,∈ݕ  1, ∀݅ ∈  (8)  ܫ
ܲܲ ܸ

୫୧୬ݕ,  ∑ ܲܲ ܸ,,  ܲܲ ܸ
୫ୟ୶ݕ,, ∀݅ ∈ ,௪ܫ ݇  (9) 

∑ ,∈ݕ  ∑ ,,ߣ ∀݅ ∈ ௪∈ܫ   (10) 
∑ ܲܲ ܸ,, ൌ ܲܫ ܸ,,, ∀݅ ∈ ,ܫ ݇  (11) 

3.1.5 Batch Removal at Depots 

Through pumping run ݇, a batch ݅ ∈  ௦ can beܫ
discharged to depot ݏ	only if: (i) its upper coordinate 
has reached the output facility of depot	ݏ	ሺ߬௦,ሻ at 
time	ܵ ܶ and (ii) its lower coordinate has not 
surpassed	߬௦,. If binary variable ݔ,௦,, is equal to 1, 
depot	ݏ	receives a certain volume of batch ݅ ∈  ௦ܫ
ܲܦ) ܸ,௦,,) that is bounded by ሺ߬௦, െ ܲܮ ܸାଵ,ିଵ,ሻ 
plus the material injected to batch ݅ from the origin of 
pipeline ݊ during time interval [	ܵ ܶ; 	 	ܵ ܶାଵ]. 
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ܲܮ ܸାଵ,ିଵ,  ߬௦,  ൫ܲ ܸ െ ߬௦,൯൫1 െ ,,௦,,൯ݔ
∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ 

(12) 

ܲܮ ܸ,,  ߬௦,ݔ,௦,,,			∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ (13) 

ܲܦ ௦ܸ,
୫୧୬ݔ,௦,,  ܲܦ ܸ,௦,,  ܲܦ ௦ܸ,

୫ୟ୶ݔ,௦,,,
∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ 

(14) 

ܲܦ ܸ,௦ᇲ,,

௦

௦ᇲ

 ሺ߬௦, െ ܲܮ ܸାଵ,ିଵ,ሻ  ܲܫ ܸ,,

ሺܲ ܸ െ ߬௦,ሻሺ1 െ ,,௦,,ሻݔ ∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ 

(15) 

 
The volume of batch ݅ containing product  

discharged to depot ݏ ∈ ܵwill be equal to ܲܦ ܸ,௦,, 
if batch ݅  conveys product , otherwise it will be zero. 

 
∑ ܲܦܲ ܸ,,௦,,ௗ ൌ∈ ܲܦ ܸ,௦,,, ∀݅ ∈ ,	ܫ ݏ ∈ ܵ, ݇, ݊  (16) 

∑ ܲܦܲ ܸ,,௦,,ௗ∈  ܲܦ|ܭ| ௦ܸ,
୫ୟ୶ݕ,, ∀݅ ∈ ,	ܫ ݏ ∈ ܵ, ݊  (17) 

3.1.6 Material Transferred to Secondary 
Lines 

Through pumping run ݇, a batch ݅	in mainline can be 
diverted to secondary line ݊	(ݑ,, ൌ 1) if its upper 
and lower coordinates satisfy ܲܮ ܸ,, െ
ܵܲ ܸ,ିଵ,  ܲܮ  andߪ ܸ,,   . It means theߪ
upper coordinate of batch ݅	 has already reached 
branch point ݊ and its lower coordinate has not 
surpassed the coordinate of branch point (ߪ). 
If	ݑ,, ൌ 1, a portion of batch ݅ has entered 
secondary line ݊ (ܲܫ ܸ,,ሻ. 

 
ܲܮ ܸାଵ,ିଵ,  ߪ  ሺܲ ܸ െ ሻ൫1ߪ െ ,,,൯ݑ

∀݅ ∈ ,ܫ ݇, ݊ ് ݊0 
(18) 

ܲܮ ܸ,,  ,,,ݑߪ ∀݅ ∈ ,ܫ ݇, ݊ ് ݊0 (19) 

ܲܫ ܸ
୫୧୬ݑ,,  ܲܫ ܸ,,  ܲܫ ܸ

୫୧୬ݑ,,,
∀݅ ∈ ,ܫ ݇, ݊ ് ݊0 

(20) 

Let us define binary variable ݖ, to identify the 
existence of batch ݅ in secondary line ݊. For non-
empty old batch ݅ ∈ ,ݖ ௗ we haveܫ ൌ 1 and for 
new batches ݅ ∈  :௪ܫ

 
,ݖ  ∑ ,,∈ݑ  ,,ݖ|ܭ| ∀݅ ∈ ,୬ୣ୵ܫ ݊ ് 0  (21) 

3.1.7 Interface and Forbidden Sequences 

Batch ሺ݅  1ሻ is injected into the mainline right 
after ݅ and consequently there will always be a 
contamination product at their common boundary 
which is referred to as interface. The volume of the 
interface material depends on the specific products  
and ’ is assumed to be given by parameter ܺܫܯ,ᇱ. 
If continuous variable ܨܶܰܫ,,ᇲ, is the interface 
volume between batch ݅ and its successor in pipeline 

݊ conveying products  and ′, we have the following 
conditions for batches in the mainline and secondary 
lines, where the domain of Eq. (23) is ݅, ݅ᇱ ∈
൫݅ᇱܫ ൏ ݅, ୭୪ୢ൯ܫ൫ݐݏݎ݂݅ ൏ ݅൯, , ᇱ ∈ ܲ, ݊ ് ݊0: 

 
,,ᇱ,ܨܶܰܫ  ,ݕ,ᇲ,൫ܺܫܯ  ିଵ,ᇲݕ െ 1൯,

∀݅ ∈ ,ܫ , ᇱ ∈ ܲ. 
(22) 

,,ᇱ,ܨܶܰܫ  ,ݕ,ᇲ,൫ܺܫܯ  ᇲ,ᇲݕ  ,ݖ  ᇲ,ݖ െ
∑ ᇲᇲ,ݖ
ିଵ
ᇲᇲஹᇲାଵ െ ,ᇲ݄ܿݑܶ െ 2൯,  

(23) 

 
For quality reasons, some products should not 

touch each other inside the pipeline. The next 
equations prevent forbidden sequences in the 
mainline and secondary lines. 

 
,ݕ  ିଵ,ᇲݕ  1  ݅∀	,,ᇲ݄ܿݑܶ ∈ ܫ

୬ୣ୵, , ᇱ ∈ ܲ (24) 
,ݖ  ᇲ,ݖ  ∑ ᇲᇲ,ݖ െ ,ݕ െ ᇲ,ᇲݕ

ିଵ
ᇲᇲஹᇲାଵ 

,ᇲ݄ܿݑܶ  3, ∀݅ ∈ ,୬ୣ୵ܫ ݅ᇱ ൏ ݅, , ᇱ ∈ ܲ, ݊ ് ݊0  
(25) 

3.1.8 Size of Batch  at the End of Run  

At the end of pumping run	݇, the size of batch ݅ in 
pipeline ݊ can be obtained from its size at time ܵ ܶ 
(ܵܲ ܸ,ିଵ,) by adding the material that has entered 
pipeline ݊ and subtracting the material transferred to 
its depots and split lines. The next equations compute 
the size of batch ݅  in the mainline and secondary lines. 

 
ܵܲ ܸ,, ൌ ܵܲ ܸ,ିଵ,  ܲܫ ܸ,, െ
∑ ܲܦ ܸ,௦,,௦∈ௌబ െ ∑ ܲܫ ܸ,,, ∀݅ ∈ ,ܫ ݇  1∈ே   (26) 

ܵܲ ܸ,, ൌ ܵܲ ܸ,ିଵ,  ܲܫ ܸ,, െ
∑ ܲܦ ܸ,௦,,௦∈ௌ , ∀݅ ∈ ,ܫ ݇  1, ݊ ് ݊0.	  (27) 

3.1.9 Mass Balance  

The total volume entering pipeline ݊ is equal to the 
volume leaving the pipeline. 

 
∑ ܲܫ ܸ,,∈ூబ ൌ ∑ ∑ ܲܦ ܸ,௦,,∈ூబ௦∈ௌబ 
∑ ∑ ܲܫ ܸ,,∈ூబ , ∀ ݇ ∈ ∈ேܭ   

(28) 

∑ ܲܫ ܸ,,∈ூ ൌ ∑ ∑ ܲܦ ܸ,௦,,,∈ூ௦∈ௌ ∀	݇ ∈ ,ܭ ݊ ് ݊0  (29) 

3.1.10 Material Transferred from Batch  to 
Mainline’ Depots and Secondary 
Lines 

It is possible that during the execution of a pumping 
run the volume of batch ݅  in the mainline can be taken 
by multiple active depots and secondary lines. In this 
case, the volume from batch ݅ to these depots and 
lines is limited by the following equations. 

 
∑ ܲܦ ܸ,௦,,௦∈ௌబ:ఙஹఛೞ,బ  ∑ ܲܫ ܸ,,


ᇲ∈ே:´ஹଵ  ߪ െ

ܲܮ ܸାଵ,ିଵ,  ܲܫ ܸ,,  ܲ ܸ൫1 െ ,,,൯ݑ ∀݅ ∈
,ܫ ݇ ∈ ,ܭ ݊ ∈ ܰ  

(30) 
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∑ ܲܦ ܸ,௦ᇲ,,
௦
௦ᇲ∈ௌబ

 ∑ ܲܫ ܸ,,ஹଵ:ఙஸఛೞ,బ  ߬௦, െ

ܲܮ ܸାଵ,ିଵ,  ܲܫ ܸ,,  ܲ ܸ൫1 െ ,,௦,,൯ݔ ∀݅ ∈
,ܫ ݇ ∈ ,ܭ ݏ ∈ ܵ	  

(31) 

3.1.11 Meeting Demand 

The total volume of product  unloaded to depot ݏ 
during the planning horizon should be as large as 
 .ݏ at depot  ,௦,, the demand of product݀݊ܽ݉݁ܦ
Note that it is possible that some demand is not 
satisfied within the planning horizon. Slack variable 
 ,௦, stands for the unsatisfied demand of݇ܿܽܤ
product  at depot ݏ. 

 
∑ ∑ ܲܦܲ ܸ,,௦,,ௗ∈ூ∈  ,௦,݀݊ܽ݉݁ܦ െ
,,௦,݇ܿܽܤ ∀ ∈ ܲ, ݏ ∈ ܵ, ݊ ∈ ܰ  

(32) 

3.1.12 Objective Function of Model AP 

min ݖ ൌ   ܥ ܲ. ܲܲ ܸ,,

∈∈ூబ∈

 .,ᇲܨܫܥ ,,ᇲ,ܨܶܰܫ
ᇲ∈∈∈ூ∈ே

ܤܥ,௦,. ,௦,݇ܿܽܤ
∈௦∈ௌ∈ே

 

3.2 Detailed Level (DP) 

All constraints in model AP are part of model DP 
except for the interface and forbidden sequence 
constraints. The remaining constraints of model DP 
model are listed below. 

3.2.1 Feeding Depots and Secondary Lines 

In detailed level, active depots must simultaneously 
receive materials while inserting a new batch from the 
refinery. Such a condition enforces active depot 	ݏ to 
receive material from batch ݅  during run ݇  if the upper 
coordinate of the batch at the end of pumping run ݇ െ
ܲܮ) 1 ܸ,ିଵ,) has reached the volumetric coordinate 
of the output facility of depot ݏ	ሺ߬௦,ሻ. Moreover, the 
lower coordinate of the batch ݅ should not surpass 
ሺ߬௦,ሻ at the end of pumping run ݇. So Eqs. (12)-(13) 
need to be changed by the following. 

 
ܲܮ ܸାଵ,,  ߬௦,  ൫ܲ ܸ െ ߬௦,൯൫1 െ ,,௦,,൯ݔ

∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ 

(33) 

ܲܮ ܸ,ିଵ,  ߬௦,ݔ,௦,,, ∀݅ ∈ ,௦ܫ ݏ ∈ ܵ, ݇, ݊ (34) 

 
Note that in detailed plan, the product delivery to 

an active depot will be accomplished from a single 

batch. This is not a model restriction but a practical 
fact since delivery rates may vary with products. 
Active secondary lines will also receive material from 
a single batch in detailed level during each pumping 
operation and therefore Eqs (18)-(19) should be 
replaced by the following: 

 
ܲܮ ܸାଵ,,  ߪ  ሺܲ ܸ െ ሻ൫1ߪ െ ,,,൯ݑ

∀݅ ∈ ,ܫ ݇, ݊ ് ݊0 

(35) 

ܲܮ ܸ,ିଵ,  ,,,ݑߪ ∀݅ ∈ ,ܫ ݇, ݊ ് ݊0 (36) 

 
Note that Eqs (33)-(36) increase the number of 

pumping runs required to find the optimal solution, 
which is detrimental for computational performance. 
This is one of the reasons for applying two level 
approaches for detailed pipeline schedule. 

3.2.2 Activated and Stopped Volume 

In detailed level, it is important to detect the pipeline 
segments where the flow is resumed or stopped. To 
this end, we need to determine the status of pipeline 
segment in two consecutive runs. Binary variable 
 takes the value of 1 if some material moves in	௦,,ݒ
segment	ݏ	through pumping run	݇.	Since the 
pipeline network features a unique refinery, 
segment	ሺݏ െ 1ሻ will be active if segment	ݏ is 
active, as imposed by Eq (37). The first segment of 
mainline is active if the segment is receiving products 
from the refinery (∑ ,ߣ ൌ 1∈ூబ ), and vice versa. 
The first segment of a secondary line ݊  will be active 
when some material is transferred to this line from the 
mainline (∑ ,,ݑ ൌ 1∈ூబ ), and vice versa. On the 
other hand, depot 	ݏ will be idle if segment	ݏ is idle, 
as imposed by Eq (40). 

 

௦,,ݒ  ,௦ିଵ,,ݒ ݏ∀ ∈ ܵ, ݇, ݊ (37) 
௦,,ݒ ൌ ∑ ,,∈ூబߣ ∀݇, ݏ ൌ  ሺܵሻ  (38)	ݐݏݎ݂݅
௦,,ݒ ൌ ∑ ,,,∈ூబݑ ∀݇, ݊, ݏ ൌ  ሺܵሻ  (39)	ݐݏݎ݂݅
∑ ,௦,,∈ூబݔ  ,௦,,ݒ ݏ∀ ∈ ܵ, ݇, ݊  (40) 

The model also needs to specify the status of the 
mainline segments branching into secondary lines 
(segments	1ݏ and 3ݏ in Figure 1). Since ߪ is the 
volumetric coordinated of branch point ݊ and ߬௦, is 
the volume of segment	ݏ, we have: 

 
௦ଵ,,ݒ  ,௦,,ݒ ∀݇, ݊, ݏ ∈ ሼܵ|	ߪ ൌ ߬௦,ሽ (41) 

 
To compute activated and stopped volumes, we 

first need to determine the active volume of any 
pipeline ݊	 at the end of pumping run ݇ through 
continuous variable ܣ ܸ, ሺthe volume from the 
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origin of ݊ to the end of furthest active segment ݏ). 
The active volume of a secondary line will be zero if 
its first segment is idle. 

 
ܣ ܸ,  ൫ݒ௦,, െ .௦ାଵ,,൯ݒ ߬௦,, ∀݇, ݊, ݏ ∈ ܵ (42) 
ܣ ܸ,  ߬௦,  ൫ܲ ܸ െ ߬௦,൯൫1 െ ௦,,ݒ

 ,݇∀				,௦ାଵ,,൯ݒ ݊, ݏ ∈ ܵ 
(43) 

ܣ ܸ,  ܲ ܸݒ௦,,, ∀݇, ݊ ് 0, ݏ ൌ ሺܵሻ (44)ݐݏݎ݂݅
 

Activated volume of pipeline ݊ during run ݇ 
ܥܣ) ܸ,) is the idle volume of the pipeline ݊ through 
run ݇ െ 1, while the stopped volume (ܵܶ ܸ,) is the 
active volume through run ݇ െ 1. 

 
ܥܣ ܸ,  ܣ ܸ, െ ܣ ܸିଵ,,			∀݇ ∈ ,ܭ ݊ ∈ ܰ (45)
ܵܶ ܸ,  ܣ ܸିଵ, െ ܣ ܸ,,			∀݇ ∈ ,ܭ ݊ ∈ ܰ (46)

3.2.3 Flowrate in Pipeline Segment 

Aggregate plans usually prevent enforcing flowrate 
constraints on pipeline segments. These are important 
since segments typically have different diameters. 
The detailed plan, as an operational rule, should 
consider flowrate restrictions, where ݏݒ௦,୫୧୬ and 
 ௦,୫ୟ୶ are minimum and maximum stream flowratesݏݒ
in segment ݏ. The flowrate in segment ݏ can be 
computed by the total volume of materials moving 
along ݏ, divided by the pumping run length ܮ.	Eq 
(47) enforces flowrate limitations in mainline 
segment whereas Eq (48) restrains flowrates in 
secondary segments. 

 
௦,ݏݒܮ

୫୧୬ െ ܲܫ ܸ
୫ୟ୶൫1 െ ௦,,൯ݒ 

∑ ∑ ܲܦ ܸ,௦ᇲ,,∈ூబ௦ᇲ∈ௌబ
௦ᇲஹ௦

 ∑ ∑ ܲܫ ܸ,,∈ூబ∈ே
ఙஹఛೞ,బ



௦,ݏݒܮ
୫ୟ୶, ݏ∀ ∈ ܵ, ݇ ∈   ܭ

(47) 

௦,୫୧୬ݏݒܮ െ ܲܫ ܸ
୫ୟ୶൫1 െ ௦,,൯ݒ 

∑ ∑ ܲܦ ܸ,௦ᇲ,,∈ூ௦ᇲ∈ௌ
௦ᇲஹ௦

 ,௦,୫ୟ୶ݏݒܮ ݏ∀ ∈ ܵ, ݇ ∈

,ܭ ݊ ് ݊0  

(48) 

3.2.4 Objective Function of DP Model  

min ݖ ൌ൫ܣܥܥܣ ܸ,  ܵܶܵܥ ܸ,൯
∈∈ே

  ܨܥ ∙ ,ߣ
∈∈ூబ

 

4 DECOMPOSITION APPROACH 

The detailed scheduling of multi-branched tree 
structure pipeline networks will become an 
intractable problem even for short term horizons if all 
decisions related to the pipeline input and output 
operations are to be made in a single step. To find the 
best detailed schedule in reasonable time, we first 

solve the AP model to find the optimal batch 
sequence in each pipeline at minimum interface, 
pumping and backorder costs. The resulting solution 
helps us to identify the exact elements of sets 
,ܫ ,௪ܫ  and consequently reduce the	୬ୣ୵,ܫ and		௦ܫ
constraints domain. Then, after fixing the binary 
variables ݖ, and ݕ, and removing the interface and 
forbidden constraints, we solve the DP model to meet 
demand with minimum number of flow 
resumes/stoppages and pumping operations. The 
proposed decomposition procedure will hereafter be 
called DSM and is depicted in Figure 2. 

 

Figure 2: Proposed DSM framework. 

4.1 Optimal Number of Pumping Runs 

To solve both the upper and the lower models, we 
should first guess the number of pumping operations 
for each step. Like previous continuous time 
approaches, we use an iterative procedure to find the 
optimal number of pumping operations |ܭ| to be 
performed. In fact, searching for the optimal solution 
can be extremely costly, but if the initial guess on the 
number of pumping runs is accurate, no more than 
two iterations are usually required. Since all 
operations may not involve the maximum volume 
ܲܫ) ܸ

௫), a simple expression for the number of 
pumping operations of model AP can be: 

 

	ቒ
∑ ∑ ∑ ௗ,ೞ,ೞ

ூబ
ೌೣ ቓ    |ܭ|

 
Moreover, the number of pumping operations in 

the model DP cannot be greater than the number of 
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product deliveries in model AP (PD) and lower 
than the number of pumping runs in AP: 

 
|ܭ|  ୈ|ܭ|  PD 

4.2 Previous Two Level Approaches 

Cafaro and co-workers (2012) were the firsts to 
develop a two-level approach for the detailed 
scheduling of straight pipeline systems. In their 
approach (hereafter CC), after finding the product 
sequence with minimum pumping and interface costs, 
they fix the aggregate batch sizes, the starting and 
completion times of each pumping operation in AP, 
and solve the second stage to generate a detailed 
schedule. In fact, the start and end of pumping 
operations for a batch injection in the lower level 
must exactly comply with the start and end times 
specified for that batch injection in the upper level 
model. To this end, each product delivery in the lower 
level model should be accomplished in the same time 
interval performed in the upper level model. Since the 
solution quality for the detailed scheduling problem 
depends on the sequence of product deliveries, the 
CC model does not usually find cost-effective 
transportation plans. 

5 COMPUTATIONAL RESULTS 

Two case studies, one of them using industrial data, 
were solved to validate the efficiency of the proposed 
two level approach. The implementations were on an 
Intel® Core(TM) i5-4210U (2.7 GHz) with 6 GB of 
RAM, running Windows 7, 64-bit operating system 
using GAMS/CPLEX 12.6 in parallel deterministic 
mode (using up to 4 threads). 

5.1 Example 1 

This example deals with a small network and aims to 
show how we select the elements of sets ܫ, ,௪ܫ  ୬ୣ୵ܫ
and 	ܫୱ  in the lower level model (detailed schedule). 
We assume that the aggregated transportation plan in 
Figure 3 is already available. The pipeline topology 
and its initial status at the start time of planning 
horizon (time ݐ ൌ 0.00	h) is depicted in the first row 
of Figure 3. The flowrate in pipeline segments can 
vary between 0.3 and 1.0 m3/h and the time horizon 
has a length of 96 h (4 days). The maximum volume 
input per pumping run is 60 m3 while the minimum is 
10 m3. The same condition holds for the minimum 
and maximum batch size diverted to depots. The unit 
stoppage cost is 0.4 in each segment. 

The aggregate pipeline schedule contains two 
pumping operations. The first operation takes place 
from time 0.0 h to 30.0 h and involves increasing the 
amount of product P3 in batch B3 and diverting 20 m3 
of B2 into the secondary line and 10 m3 of batch B1 
into depot N2. The second pumping operation from 
30.0 to 90.0 h injects 60 m3 of new batch B4 into the 
mainline and the following delivery operations are 
accomplished at depots: depot N1 receives from 
batches B3 and B4; batch B2 goes to depots N2 and 
N3. 

To solve DP (lower level model) we should first 
guess the number of pumping operations and specify 
the exact elements of sets ܫ, ,௪ܫ  ୱ. Fromܫ	 ୬ୣ୵ andܫ
the aggregated plan, there are a total of 6 product 
deliveries to depots and so 2  ୈ|ܭ|  6. We will 
start solving the problem with |ܭ|ୈ ൌ 2	and keep 
increasing |ܭ|ୈ until no improvement is found in 
the objective function. 

From the solution obtained from the AP model, 
we can now refine the elements of sets ܫ, ,௪ܫ  ୬ୣ୵ܫ
and 	ܫୱ  and reduce the domain of the constraints. It 
can be observed from Figure 3 that only new batch 
B4 is injected into the mainline. There are three old 
batches B1, B2 and B3 and so	ܫ ൌ ሼB4, B3, B2, B1ሽ. 
Two new batches B2 and B3 are injected into the 
secondary line (pipeline	݊1) and so ܫଵ

୬ୣ୵ ൌ ሼB3, B2ሽ. 
There is only one old batch B1 inside the secondary 
line and so ܫଵ ൌ ሼB1, B2, B3ሽ. Depot N1 only 
receives product from batches B3 and B4 and so 
ܫ
ଵୀୱଵ ൌ ሼB3, B4ሽ. Similarly, we have ܫ

ଶୀୱଶ ൌ
ଵܫ
ଷୀୱଵ ൌ ሼB1, B2ሽ. 

 

 

Figure 3: Aggregate pipeline schedule for Example 1. 

Figure 4 shows the optimal detailed schedule for 
Example 1 using DSM. It contains 4 batch injections 
at the refinery and 7 product deliveries to depots. The 
injection of batch B3 (and batch B4) from the refinery 
is now accomplished through a sequence of two short 
pumping runs. There is only one segment stoppage 
during 4 days that happens in the secondary line 
during time interval [60.00, 90.00]. 
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Figure 5 shows the optimal pipeline schedule for 
Example 1 using CC. Like DSM, 4 batch injections 
should be accomplished to fully satisfy the given 
demands. Note that 10 m3 of batch B1 are being 
discharged into depot N2 during time interval [0.00, 
30.00] of the aggregate plan of Figure 3. This depot 
should extract the same amount of material during 
time interval [0.00, 30.00] of the detailed plan. In 
contrast, it remains inactive in DSM (see Figure 4). 
The aggregate transportation plan enforces depot N2 
to be idle during [30.00, 60.00] and to be active 
during [60.00, 90.00] in CC. Such a change in the 
status of depot N2 leads to a stoppage in the last 
segment during the third pumping operation. 
Superfluous flow shutdowns can also be observed in 
the secondary line that are due to the change in the 
status of depot N3 that alternatingly becomes active 
and idle. 

 

 

Figure 4: Detailed schedule for Example 1 using DSM. 

Table 1: Computational results for Example 1. 

 DSM CC 
# Pumping runs 4 4 
# Constraints 646 646 
# Binary vars 90 90 
#Continuous vars 285 285 
CPUs 0.47 0.42 
Stop vol (m3) 20 70 
Obj. Funa ($) 8 28 
aBoth DSM and CC only minimize pipeline stoppage volumes. 

 
Table 1 gives the computational results of 

Example 1 for the CC, DSM approaches. Though the 
number of pumping operations is the same, the 
stopped volume of the pipeline in the proposed 
approach decreases from 70 to 20 m3. Such a lower 
shutdown volume in pipeline leads to cost savings of 
71.42 %. 

 

Figure 5: Detailed schedule for Example 1 using CC. 

5.2 Example 2 (Real-Life Case Study) 

Here we consider a large-scale real-world example 
from Mostafaei et al. (2015a), involving an Iranian 
tree-like pipeline with a refinery, a mainline, two 
secondary lines and six depots (check first row of 
Figure 6). The first secondary line with two depots 
starts 3000 m3 away from the mainline’ origin while 
the other secondary line (single depot) leaves the 
mainline after 15000 m3. Batches of four products 
(P1-P4) should be conveyed and it is forbidden for P1 
to touch P4. The product injection rate can vary 
between 300 and 800 m3/h, and the time horizon has 
a total length of 192 h. In both aggregated and 
detailed levels, at most 13000 m3 of each product can 
be injected into the mainline during each operation. 
Other data for this example, together with the 
aggregate transportation plan, can be found in 
Mostafaei et al. (2015b). 

Table 2: Computational results for Example 2. 

 DSM CC  Mostafaei et al. 
(2015b) 

# Pumping runs 13 22 12 
# Constraints 5076 9090 5864 
# Binary vars 671 1381 782 
#Continuous vars 2500 6281 3714 
CPUs 64.4 412.60 468.23 
Restart vol (m3) 39200 118400 39200 
Obj. Funa ($) 15680 47360 15680 
aBoth DSM and CC only minimize pipeline restart volumes.  

 
Figure 6 shows the optimal detailed schedule for 

Example 2 using DSM. It contains 13 pumping 
operations and 50 product deliveries to depots. Model 
size and computational requirements for Example 2 
are reported in Table 2.
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Figure 6: Detailed schedule for Example 2 using DSM. 

Three interesting conclusions can be derived from 
the results. The first, is that the optimal detailed 
schedule by the CC approach involves 22 pump 
operations against 13 by DSM. The second, is that the 
solution CPU time has been reduced by a factor of 7 
with regards to CC. The third, is that the objective 
function value for DSM is 66.89 % less expensive 
than the one for CC. This is due to substantial 
reductions on shutdown volumes. Compared with the 
single level approach of Mostafaei et al (2015b), the 
proposed DSM approach finds the same solution in a 
lower CPU time. 

6 CONCLUSIONS 

This paper presented a novel optimization framework 
for the detailed scheduling of treelike pipeline 
networks. The network consists of a refinery, a trunk 
line, a set of split lines and multiple depots. A 
computationally efficient two-level approach based 
on a pair of MILP models has been presented. In the 
upper level, the optimal sequence of batches in each 
pipeline is found while the lower level deals with the 
detailed plan that computes the optimal sequence of 
batch removals at depots. Through the solution of two 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

158



case studies, we showed that the proposed model is 
more flexible than previous hierarchical approaches 
and is able to solve large scale problems in reasonable 
time. Future work will involve applying the proposed 
method for multi-level tree pipeline networks, with 
intermediate due dates on demands over long-term 
horizons. 
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Abstract: The communication is an essential part of a fault tolerant and dependable system. Safety-critical systems are
often implemented as time-triggered environments, where the network nodes are synchronized by clocks and
follow a static schedule to ensure determinism and easy certification. The reliability of a communication bus
can be further improved when the message retransmission is permitted to deal with lost messages. However,
constructing static schedules for non-preemptive messages that account for retransmissions while preserving
the efficient use of resources poses a challenging problem. In this paper, we show that the problem can be
modeled using so-called F-shaped tasks. We propose efficient exact algorithms solving the non-preemptive
message scheduling problem with retransmissions. Furthermore, we show a new complexity result, and we
present computational experiments for instances with up to 200 messages.

1 INTRODUCTION

The communication buses in modern vehicles are an
essential part of advanced driver assistants. Those
systems depend on the data gather by sensors, such as
LIDAR, cameras, and radars. The data describing the
surrounding environment are communicated through
communication buses to ECUs (Electronic Control
Units) where they are processed, and appropriate ac-
tions are taken. For example, if an obstacle is detected
in front of the vehicle, the car automatically activates
breaks. Not only driver assistant systems rely on the
communication. Different ECUs are responsible for
running the car as a whole. The fuel is injected ac-
cordingly to the current combustion and outside con-
ditions and cars with the drive-by-wire system steer
via electronic signals.

The modern vehicle is considered as a fault-
tolerant and dependable system. If one part of it
breaks down or does not work as expected, the hu-
man life is in risk. Since the intra-vehicular com-
munication is the key element of the car, it is sub-
ject to a safety certification. The safety certification
is a process, where the manufacturer proves that his
safety-critical systems such as autonomous driving
are working correctly to a high degree of assurance.
If manufacturers are not able to demonstrate the cor-

rect behavior of the central communication bus, then
the whole certification process is not complete. Ac-
cording to SSR Automotive Warranty & Recall Report
2016, the number of software-related recalls in 2015
accounted for 15% of all recalls, marking the impor-
tance of the certification.

Traditionally, event-triggered communication pro-
tocols are commonly used in automotive industry. In
the event-triggered environment, the actions are per-
formed on-demand, i.e. triggered by some events.
Even though, event-triggered protocols are flexible,
their usage in modern cars is limited due to certifica-
tion and verification issues. The response time analy-
sis (i.e. the analysis of the behavior of the system) in
real-life event-triggered communication systems in-
cluding gateways and precedence relations is a very
complex problem, therefore the safety certification of
systems utilizing the event-triggered environment is a
difficult task (Baruah and Fohler, 2011).

An alternative to event-triggered real-time sys-
tems is the time-triggered paradigm. Messages
in time-triggered communication are transferred
through the network at specific times prescribed by
a static pre-computed static schedule. The sched-
ule is constructed usually with tools known from
OR/Mathematical Optimization field (Dvorak and
Hanzalek, 2016; Kopetz et al., 2005) such that it re-
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Figure 1: A feasible schedule of F-shaped tasks with a runtime execution scenario denoted by the black line.

spects the problem and safety constraints. Therefore,
the certification of the system is achieved via showing
feasibility of the produced communication schedule.

The determinism and verifiability of time-
triggered communications led to the design of proto-
cols that includes time-triggered communication for
safety-critical systems. For example, FlexRay bus
is used nowadays in the automotive industry (e.g.
Porsche Panamera, Nissan Infinity Q50). One of the
disadvantages of time-triggered protocols is their non-
flexibility. For example, the static schedule does not
take into consideration the message retransmission.
The retransmission occurs when a highly critical mes-
sage is not delivered e.g. due to EM noise. A possi-
ble solution how to enable message retransmissions in
static time-triggered schedules is to allocate more pro-
cessing time for each message to account for possible
retransmissions. If no retransmission occurs during
an actual execution, then the resource is idle until the
start time of the next message. However, since re-
transmissions do not appear as frequently, the average
resource utilization would be poor.

In this paper, we introduce a new solution to this
problem. We build static schedules that allow retrans-
mission of non-preemptive messages to some degree.
An extra time needed for retransmissions is compen-
sated by skipping less critical messages. The trick
we use to solve the problem is to include a part of
the problem solution to its formulation. Instead of
scheduling rectangles, denoting the single exact pro-
cessing time of a message, we schedule so-called F-
shapes. This leads to an interesting combinatorial
problem, where we are given a set of shapes that
are aligned on the left side with the right side that is
jagged (see an example in Fig. 1). The goal is to pack
these shapes as tightly as possible so that they do not
overlap.

The use of F-shapes is a very elegant solution that
achieves efficient resource utilization. It modifies the
traditional scheduling problem into the challenging
one where the schedule has to assume alternatives

based on the observed runtime scenario. Even though
there is an exponential number of possible runtime
scenarios, and for each of them, the static schedule
is well-defined, we will show, that the introduced for-
malism makes the problem computationally tractable
in practice.

1.1 Application to Automotive

Frequently, in the complex systems, functionalities
with different criticality co-exist on a single bus. The
adaptation of IEC 61508 safety standard (Bell, 2006),
the ASIL, defines the application levels with a haz-
ard assessment corresponding to three Safety Integrity
Levels. Therefore the schedules with three criticality
levels arise from the application in the automotive do-
main:
• messages with high criticality (criticality level 3)

are used for safety-related functionalities (their
failure may result in death or serious injury to peo-
ple), such as steering and braking;

• messages with medium criticality (criticality level
2) are used for mission-related functionalities
(their failure may prevent a goal-directed activity
from being successfully completed), such as com-
bustion engine control;

• messages with low criticality (criticality level 1)
are used for infotainment functionalities, such as
audio playback.
For the automotive application we assume, the

criticality of a message corresponds to its maximum
number of possible (re)transmissions and that mes-
sages are non-preemptive since the preemption is
costly in communications. See an example of a static
schedule that accounts for retransmissions in Fig. 1.
The individual shapes correspond to messages sched-
uled on the communication bus. There T2 and T3 have
low criticality, and no retransmissions are allowed. T1
and T5 correspond to messages with medium critical-
ity; thus they can be retransmitted once. The most
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critical message is T4, that can be retransmitted twice.
The retransmission of the messages causes a prolon-
gation of the processing time that is depicted in levels
on the vertical axis. The top level of each message
represents its WCET (the worst case execution time),
i.e. the time that it takes to transmit the message un-
der the most pessimistic conditions. The prolonga-
tions are compensated by skipping less critical mes-
sages. With this mechanism, the successful transmis-
sion of highly critical messages is guaranteed while
in the average case runtime scenario the resource (i.e.
communication bus) is efficiently utilized.

Scheduling of safety-critical non-preemptive mes-
sages on this time-triggered network can be modeled
as the scheduling problem 1|mc = L ,mu|Cmax (Han-
zalek et al., 2016). It represents the scheduling prob-
lem with one resource (a communication channel in
the network) with non-preemptive mixed-criticality
tasks with maximum L criticality levels, mu stands
for the match-up of the execution scenario. The cri-
terion is to minimize the maximal completion time
Cmax.

A solution of the scheduling problem is given by
a schedule that switches to the higher criticality level
when a prolongation of a task occurs. After its suc-
cessful completion, it matches-up with the original
schedule. The trade-off between the safe and efficient
schedules is achieved by skipping less critical mes-
sages when the prolongation of a more critical one
takes place.

1.2 Paper Contribution and Outline

In this paper, we solve the scheduling problem of
message retransmission in time-triggered environ-
ments. The objective is to find a non-preemptive static
schedule that accounts for unforeseen message re-
transmissions while minimizing the length occupied
by time-triggered communication. The uncertainty
about the processing time is modeled using an ab-
straction based on F-shaped tasks. We show the rela-
tion between F-shaped tasks and the underlying prob-
ability distribution functions. Furthermore, we show
a new complexity result that establishes the member-
ship of the considered problem into AP X complex-
ity class, and we provide an approximation algorithm.
We study the characterization of the set of optimal so-
lutions for the problem with two criticality levels. Fi-
nally, we propose efficient exact algorithms for prob-
lems with two and three criticality levels, which solve
instances with up to 200 tasks, beating the best-known
method by a large margin.

The rest of the paper is organized as follows. In
Sec. 2 we survey the related work. In Sec. 3 we show

the relation between F-shaped tasks and discretization
of cumulative probability distribution functions. In
Sec. 5 we prove approximability of the problem. In
Sec. 6 and 7 we show properties of the problem with
two and three criticality levels and we propose effi-
cient exact algorithms. Finally, in Sec. 8 we present
computational results on the sythetic data as well as
on the data inspired by a real-life embedded system
of our industrial partner.

2 RELATED WORK

The exhaustive survey on mixed-criticality in real-
time systems is presented by (Burns and Davis, 2013).
This research is traditionally concentrated around
event-triggered approach to scheduling. In the sem-
inal paper (Vestal, 2007) proposed a method that as-
sumes different WCETs (the worst case execution
time) obtained for discrete levels of assurance. Apart
from this proposition, the paper presents modified
preemptive fixed priority schedulability analysis al-
gorithms. However, the preemptive model is not suit-
able for communication protocols, and it significantly
changes the scheduling problem. (Baruah et al., 2010)
formulated the basic model of mixed-criticality sys-
tems. They study MC schedulability problem with
two criticality levels under special restrictive cases in
the event-triggered environment. (Theis et al., 2013)
argued that mixed-criticality shall be pursued in time-
triggered systems. (Baruah and Fohler, 2011)’s ap-
proach in the time-triggered environment assumed
preemptive tasks with up to two criticality levels.
It makes it unsuitable for communication protocols
since the preemption would be costly. (Hanzalek
et al., 2016) proposed the problem of non-preemptive
mixed-criticality match-up scheduling motivated by
scheduling messages on a highly used communica-
tion channel. They showed how a schedule with F-
shaped tasks can be used to deal with a task disruption
by skipping less critical tasks. They provide the rela-
tive order MILP model for 1|r j, d̃ j,mc = L ,mu|Cmax
scheduling problem, but it can deal with instances
with only about 20 messages.

The concept of match-up scheduling was intro-
duced by (Bean et al., 1991). In a case of a disruption,
the goal is to construct a new schedule that matches
the original one at some point in the future. This con-
cept is mostly studied in the context of manufacturing
problems (Qi et al., 2006).

Taking broader perspective, the problem can be
viewed as a case of robust and stochastic optimiza-
tion due to uncertainty about transmission times while
satisfying safety requirements. (Bertsimas et al.,
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2011) surveys robust versions of various optimization
problems, but rather continuous than discrete ones.
The field of stochastic optimization is reviewed by
(Sahinidis, 2004). They state that integer variables
introduced to stochastic programming complicate its
solution, yielding suboptimal results even for small-
sized problems.

As in our problem, some of the less critical mes-
sages are allowed to be skipped, the problem is related
to the scheduling with a job rejection. (Shabtay et al.,
2013) reviews offline scheduling with a job rejection.
These approaches consider two criteria, a measure as-
sociated with schedule quality and the cost incurred
by rejected jobs. The solution to this problem is a set
of accepted jobs and a set of rejected jobs. However,
rejected jobs cannot be executed in any execution sce-
nario; thus this model is not suitable for communica-
tion protocols mentioned in our motivation.

To the best of our knowledge, the problem
of offline non-preemptive mixed-criticality match-up
scheduling was addressed by (Hanzalek et al., 2016)
only, but it lacks an efficient solution method which is
suggested in this paper.

3 NON-PREEMPTIVE
MIXED-CRITICALITY
SCHEDULING

We assume that a set of communication messages is
given to be scheduled on a single communication bus
segment. For each message Ti, the criticality Xi ∈N is
specified. It denotes the number of allowed transmis-
sions. Each message (task) is specified by its critical-
ity levels. For each criticality level `∈ {1, . . . ,Xi}, we
define the associated processing time with this level.
See an example in Fig. 1. Here, T1 has criticality
X1 = 2; therefore it can be retransmitted once. The
processing time at the first level is given by its BCET
(the best case execution time) while the processing
time at the second level is its WCET (the worst case
execution time). During the run time execution, ex-
actly one processing time of the message is realized;
however, it is not known in advance which it will be.

We can view processing time prolongations as a
retransmission of the whole message content. How-
ever, this mixed-criticality scheduling model is useful
also for scheduling of computational tasks, where the
exact computational time is not known in advance,
but only a probability distribution is known. Let us
consider the processing time of task Ti to be a ran-
dom variable Ti. Let us assume an arbitrary probabil-
ity distribution over a discrete set of processing times

from N for a particular task stating Pr[Ti = t]. The
same information given by the probability distribution
is captured by the CDF (cumulative distribution func-
tion) Fi giving the probability that processing time
Ti is at most t. See Figs. 2a and 2b for such an ex-
ample. Corresponding processing times p(`)i for each
criticality level ` are taken from Fi as p(`)i = F −1

i (c`),
where F −1

i is the quantile function. The criticality of
a task is a user-defined parameter. For example, if we
identify criticality levels with a safety standard IEC
61508 SIL (Safety Integrity Levels) (Bell, 2006), then
the task criticality Xi is given by the SIL of the func-
tionality carried out by the content and c` is defined
as 1−probability of failure defined by SIL `.

Processing times obtained according to criticality
levels then form a single task like the one depicted in
Fig. 2d. Since CDFs are non-decreasing functions, a
set of processing times p(`)i yields shapes like the F
letter rather than ordinary rectangles, hence the name
F-shape. See an example in Fig 2. There we see dis-
cretization for a task with criticality three at corre-
sponding levels 1, 2 and 3 with the vertical axis on
the logarithmic scale.

The solution to the scheduling problem is a feasi-
ble static schedule of the given set of F-shaped tasks.
Consider a particular example of the schedule with
tasks having up to three levels of criticality that is
shown in Fig. 1. A feasible schedule with F-shaped
tasks describes alternative schedules for any realiza-
tion of the processing time of messages. Observed
prolongations of more critical messages are compen-
sated by skipping execution of less critical messages.

The black line denotes a scenario, where T1 was
disrupted once. The actual processing time of T1 was
9 instead of 5 due to a disturbance. When the dis-
ruption occurred, the execution switched to the next
higher criticality level. There, by the assumption, the
execution was successful with a probability given by
the ` = 2 criticality level. After upon T1 finished, the
execution matched-up back with the lowest criticality
level. In general, if a task Ti is prolonged to level `,
then all tasks Tj for which si+ p(1)i ≤ s j < si+ p(`)i are
not executed. Therefore, in this execution scenario,
after T1 finished, T4 was up next. Moreover, if we
unify the F-shape from Fig. 2d with task T4 in Fig. 1,
then we can say that T5 will be executed with very
high probability of 0.99, but in rare cases, it won’t be
executed since T4 is more critical and needs more time
to complete. However, here the choice of 0.99 is just
for the illustrative purposes only, since the levels of
the probability are inputs to the problem and they can
be set to any feasible value.
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Figure 2: Discretized cumulative distribution function forms an F-shaped task.

4 PROBLEM STATEMENT

We assume a set of non-preemptive F-shaped tasks
IM C = {T1, . . . ,Tn} to be processed on a single ma-
chine. We define an F-shaped task and its criticality
as follows:

Definition 1 (F-shape). The F-shape Ti is a pair
(Xi,Pi) where Xi ∈ {1, . . . ,L}, L ∈ N is the task crit-
icality and Pi ∈ NXi , Pi = (p(1)i , p(2)i , . . . , p(Xi)

i ) is the
vector of processing times such that

p(1)i < p(2)i < .. . < p(Xi)
i .

The F-shape is an abstraction for non-preemptive
tasks with multiple different processing times. See
for example T4 in Fig. 1. It is F-shaped task with crit-
icality X4 = 3; therefore it has 3 different processing
times. Having a set IM C of F-shaped tasks, we define
the feasible schedule as follows:

Definition 2 (Feasible Schedule). By the schedule for
a set of F-shaped tasks IM C = {T1,T2, . . . ,Tn} we re-
fer to an assignment (s1,s2, . . . ,sn) ∈ Nn. We say that
schedule (s1,s2, . . . ,sn) for IM C is feasible if and only
if ∀i, j ∈ {1, . . . ,n}, i 6= j :

(si + p
(min{Xi,X j})
i ≤ s j) ∨ (s j + p

(min{Xi,X j})
j ≤ si).

Feasibility of a schedule with F-shaped tasks re-
quires that tasks do not overlap on any criticality level.
For example in Fig. 1, since T5 follows after T4, it can-
not start earlier than s4 + p(2)4 , since min{X4,X5}= 2
is the highest common criticality level of T4 and T5.

We deal with the problem of finding a feasible
schedule for a set of F-shaped tasks with criticality
at most L such that the makespan (i.e. maxsi + p(Xi)

i )
is minimized. In the three-field Graham-Blazewicz
notation it is denoted as 1|mc = L ,mu|Cmax, where
mc=L stands for the mixed-criticality aspect of tasks
of maximal criticality L and mu stands for the match-
up. This problem is known to be N P -hard in the
strong sense even for mc = 2 (two criticality levels)
as shown by reduction from 3-Partition Problem in
(Hanzalek et al., 2016).

5 GENERAL PROPERTIES

Since the problem 1|mc= 2,mu|Cmax is strongly N P -
hard, it does not admit FPTAS unless P = N P . How-
ever, we show that the problem is polynomial-time
approximable within a constant multiplicative factor.
Proposition 1 (Approximability). For any given fixed
L , the problem 1|mc = L ,mu|Cmax is contained in
AP X complexity class.

Proof. Suppose the algorithm LCF (Least Criticality
First) that takes an input instance IM C and schedules
tasks in a non-decreasing sequence by their criticali-
ties without waiting. Then the makespan of resulting
schedule is
LCF(IM C ) = ∑

i|Xi=1
p(1)i + ∑

i|Xi=2
p(2)i + . . .+ ∑

i|Xi=L
p(L)

i

A sum of processing times on a given criticality level
over a set of tasks is a lower bound on the makespan.
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Therefore we have

max{ ∑
i|Xi≥1

p(1)i , ∑
i|Xi≥2

p(2)i , . . . , ∑
i|Xi≥L

p(L)
i } ≤

≤ OPT (IM C )≤ LCF(IM C )≤ L ·OPT (IM C ).

where OPT (IM C ) denotes the optimal makespan of
IM C problem instance.

In fact, this result shows more than that there ex-
ists a polynomial-time algorithm producing schedules
with a constant bounded quality. For example, for
the problem with L = 2 criticality levels, actually any
left-shifted schedule will be at most twice as worse as
the optimal makespan since LCF actually produces
the worst ordering of tasks in terms of the makespan.

In the following sections, we present exact algo-
rithms for the problem with 2 and 3 criticality levels.
Due to the Cmax criterion, it can be shown that the
search for an optimal solution can be reduced to find-
ing a permutation of tasks. Therefore, any optimal
schedule is given by a permutation of tasks π. Hence
we denote the makespan of the left-shifted schedule
of permutation π by Cmax(π). In Sec. 6 we give a
characterization of the set of optimal permutations for
problem 1|mc = 2,mu|Cmax and we introduce a MILP
model utilizing it. In Sec. 7, we introduce an opera-
tor acting on F-shapes, and we show how the optimal
solutions for problems with two and three criticality
levels are related.

6 TWO CRITICALITY LEVELS

We showed that optimal solutions to 1|mc =
L ,mu|Cmax are given by a permutation π of tasks. For
the problem with two criticality levels, the optimal
permutations can be characterized more precisely. Let
us refer to tasks with criticality Xi = 2 as HI-tasks
and tasks with criticality X j = 1 as LO-tasks. The
key structure of the optimal permutations are cover-
ing blocks:

Definition 3 (Covering Block). For any given fea-
sible schedule (s1, . . . ,sn), a HI-task Ti and a LO-
task Tj we say that Tj is covered by Ti, denoted as

Ti ∈ cov(Tj), if and only if si + p(1)i ≤ s j < si + p(2)i .
The covering block Bi is then the HI-task Ti and the
set of all LO-tasks covered by Ti.

See an example in Fig. 1. There T1 is covering T2
and T3. All these tasks form a covering block. Al-
though the definition of covering block given above
is meant for the problem with two criticality levels,
the notion of covering can be generalized for more
criticality levels. We assign a length to each covering

block. The length is given as the maximum between
the processing time p(2)i of the HI-task Ti and the sum
of processing times of tasks covered by Ti plus the
processing time of Ti at the first level p(1)i .
Proposition 2 (Covering Block Length). Given the
covering block Bi, its length defined as

max{p(1)i + ∑
Tj |Ti∈cov(Tj)

p(1)j , p(2)i }

is invariant with respect to the ordering of LO-tasks
Tj for which Ti ∈ cov(Tj).

Clearly, the ordering of LO-tasks Tj for which
Ti ∈ cov(Tj) does not affect the block length since all
LO-tasks are running without waiting. Furthermore,
we say that task Tj is fully covered by the block Bi,
if Bi = p(2)i and Ti ∈ cov(Tj). If exists a task cov-
ered by the block Bi that is not fully covered, then
we say that Bi is saturated. The makespan Cmax of
the schedule is given by a permutation of covering
blocks. However, actually any permutation of cover-
ing blocks contributes to the makespan by the same
amount; hence it is not subject to optimization.
Proposition 3 (Interchangebility). For every instance
of the problem 1|mc = 2,mu|Cmax there exists an opti-
mal solution that is given by an arbitrary permutation
of covering blocks.

A characterization of optimal solutions for 1|mc=
2,mu|Cmax directly follows from Proposition 2 and 3:
Corollary 1. The optimal solution for 1|mc =
2,mu|Cmax is given by an assignment of LO-tasks to
HI-tasks.

6.1 Covering MILP Model for
1|mc = 2,mu|Cmax

The following MILP model relies on Corollary 1.
The model assigns LO-tasks to the HI-tasks in or-
der to form covering blocks such that the sum of their
lengths is the minimum. The decision variable xi j in-
dicates whether the LO-task Tj is covered by the HI-
task Ti; therefore if Ti ∈ cov(Tj), then xi j = 1. The
makespan is then given by the sum of lengths of cov-
ering blocks and the sum of processing times of all
LO-tasks that are not covered.

min ∑
i|Xi=2

Bi + ∑
j|X j=1

p(1)j (1− ∑
i|Xi=2

xi j) (6.1)

s.t.

Bi ≥ p(1)i + ∑
j|X j=1

p(1)j xi j ∀i ∈ IM C |Xi=2 (6.2)

Bi ≥ p(2)i ∀i ∈ IM C |Xi=2 (6.3)
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∑
i|Xi=2

xi j ≤ 1 ∀ j ∈ IM C |X j=1 (6.4)

where

Bi ∈ Z+
0 ∀i ∈ IM C |Xi=2

xi j ∈ {0,1} ∀i ∈ IM C |Xi=2,∀ j ∈ IM C |X j=1

The main advantage of this model over the model
proposed by (Hanzalek et al., 2016) is that it has
much stronger linear relaxation. Further in Sec. 8 we
demonstrate its ability to solve an order of magnitude
larger instances.

7 THREE CRITICALITY LEVELS

Although two criticality levels are often sufficient for
safety-critical application and this case is frequently
studied in the field of mixed-critical systems (Burns
and Davis, 2013), sometimes the application natu-
rally contains three or more criticality levels. We cap-
ture the direct relation between problems with differ-
ent maximum criticality levels by introducing a trans-
formation given bellow. It is based on the obser-
vation that omitting some criticality levels provides
an instance of the problem with less criticality level
while maintaining a lower bound property. Further-
more, we introduce the Bottom-up algorithm that uses
this observation. The algorithm is used then together
with Covering MILP model for three criticality levels
(L = 3) shown in Sec. 7.2 to form an efficient solution
method.

The transformation is defined as h± restrictions:

Definition 4 (h± restrictions). Given the mixed-
criticality instance IM C and a positive integer h ∈ N,
let Ih−

M C and Ih+
M C be sets defined as

Ih−
M C ={(min{h,Xi}, (p(1)i , . . . , p(min{h,Xi})

i )) |
∀i ∈ IM C}

Ih+
M C ={(Xi−h+1, (p(h)i , . . . , p(Xi)

i )) |
∀i ∈ IM C : Xi ≥ h}

We refer to Ih−
M C (Ih+

M C ) as h− (h+) restriction of the
instance IM C .

The h− restriction takes an F-shape and cuts off all
criticality levels above level h. Similarly, given the set
of F-shaped tasks, h+ restriction drops all tasks with
criticality below h, and for the rest, it cuts off criti-
cality levels less than h. Restricting an IM C instance
yields to a mixed-criticality instance since omitting
some of the criticality levels for an F-shape gives us
an F-shape. The application of the restriction can be
viewed as a relaxation the problem.

Proposition 4 (Two Lower Bounds on the
Makespan). For the problem 1|mc = 3,mu|Cmax
expressions lb−, lb+ defined as

lb± = min
π∈Π(I2±

M C )
Cmax(π)

are lower bounds on the makespan, where Π(I2+
M C )

and Π(I2−
M C ) denote the set of all permutations of ele-

ments I2+
M C , I2−

M C respectively.

Proof. The lb− is a lower bound on the makespan of
1|mc = 3,mu|Cmax since it relaxes on the overlapping
condition at the third criticality level. Similarly, lb+ is
a lower bound on the makespan since it relaxes on the
overlapping condition at the first criticality level.

7.1 Bottom-up Algorithm

We introduce a heuristic algorithm for the problem
1|mc = 3,mu|Cmax. Let us refer to tasks with Xi = 3
(i.e. criticality 3) as to GREAT-tasks. The Bottom-
up algorithm is based on the idea of constructing the
schedule in two stages. In the first stage, the relaxed
problem is solved up to the optimality, which mini-
mizes a lower bound on the optimal makespan of the
original problem. The second stage takes the relaxed
solution and constructs a locally optimal solution for
the original problem.

The first stage of the algorithm solves 2− restric-
tion of the given problem instance; hence it is an
instance of 1|mc = 2,mu|Cmax problem that can be
solved with the model described in Section 6. It as-
signs LO-tasks to HI-tasks and GREAT-tasks; there-
fore it forms covering blocks. In the second stage,
the algorithm defines a new problem instance I′M C of
the problem 1|mc = 2,mu|Cmax. The instance is con-
structed as follows. It contains LO-tasks with process-
ing time equal to the length of covering blocks from
the stage one. LO-tasks that are not part of any cover-
ing block are assigned to an arbitrary covering block.
The assignment of LO-tasks to 2− restricted GREAT-
tasks from the first stage defines HI-tasks in the new
instance I′M C . Then, the I′M C instance is solved once
again as an instance of 1|mc = 2,mu|Cmax problem.
See the complete description of the Bottom-up algo-
rithm in Alg. 1.

In general, the Bottom-up algorithm produces
suboptimal solutions even though they are provably
bounded by a factor of 3 from the optimal solution,
as stated by Proposition 1. However, there are cases
when we can verify if the produced schedule is opti-
mal. This is achieved by the concept of critical paths
that captures the cause of achieved makespan.
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Algorithm 1: Bottom-up.

1: π← solve I2−
M C restriction by Covering MILP 6.1

2: I′M C ← /0
3: for each covering block Bi in the left-shifted so-

lution π do
4: if Xi = 2 in IM C then
5: Pi← (Bi)
6: I′M C ← I′M C ∪{(1,Pi)}
7: else if Bi < p(3)i then
8: Pi← (Bi, p(3)i )
9: I′M C ← I′M C ∪{(2,Pi)}

10: else
11: . block Bi is saturated, it contributes by a

constant term to the makespan of I′M C
12: end if
13: end for
14: π← solve I′M C by Covering MILP 6.1

Definition 5 (Critical Path). Given the left-shifted
schedule (s1, . . . ,sn) of the permutation π, the critical
path is CP ⊆ {1, . . . , |π̃|}×{1, . . . ,L} for some π̃⊆ π
such that ∀(i, `) ∈ CP , i < |π̃| : sπ̃(i)+ p(`)π̃(i) = sπ̃(i+1)

where ∑(i,`)∈CP p(`)π̃(i) =Cmax(π) =Cmax(π̃).

Essentially, for any given left-shifted schedule, the
critical path is a subset of tasks and their criticality
levels such that ∀(i, `) ∈ CP holds that if the process-
ing time p(`)π̃(i) is increased by some ε > 0, then the
makespan of the same schedule is also increased by ε.

Proposition 5 (Sufficient Optimality Conditions). If
one of following conditions holds, then the schedule
produced by the Bottom-up algorithm is optimal for
problem 1|mc = 3,mu|Cmax.

1. There exists a critical path going through the first
and the second levels only.

2. Every LO-task is fully covered by the second crit-
icality level.

When none of the optimality conditions is satis-
fied, e.g. a critical path is coming through every criti-
cality level, we get back to the MILP model 7.2 for the
problem 1|mc= 3,mu|Cmax in order to find an optimal
solution or for the proof that the current solution is the
optimal one. The solver is supplied with the initial so-
lution and a lower bound obtained by the Bottom-up
algorithm. The computational time of Bottom-up al-
gorithm is dominated by lines 1 and 14. The total
computational times are reported in Tab. 2.

7.2 Covering MILP Model for
1|mc = 3,mu|Cmax

The Covering MILP model for three criticality lev-
els uses a similar idea as the model for 1|mc =
2,mu|Cmax. It assigns LO-tasks to covering blocks
and covering blocks to the GREAT-tasks. The model
utilizes the idea that optimal solutions are made of
blocks (in this case formed by GREAT-tasks that cover
less critical tasks) whose order is interchangeable
within a solution. It assigns LO-tasks to the HI-tasks
and to 2− restriction of GREAT-tasks to form cover-
ing blocks. Blocks are assigned to the GREAT-tasks
in order to create a solution. The big M constant is
as large as the number of LO-tasks contained in the
problem instance.

min ∑
i|Xi=3

pi + ∑
j|X j=2

Pj, /0 + ∑
k|Xk=1

p(1)
k x /0, /0,k

(7.1)

s.t.

pi ≥ p(3)
i ∀i ∈ IM C |Xi=3 (7.2)

Myi, j ≥ ∑
k|Xk=1

xi, j,k

∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2 (7.3)

Pj,i ≥ p(2)
j yi, j

∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2 (7.4)

Pj,i ≥ p(1)
j yi, j + ∑

k|Xk=1
p(1)

k xi, j,k

∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2 (7.5)

pi ≥ p(2)
i + ∑

j|X j=2
Pj,i ∀i ∈ IM C |Xi=3 (7.6)

pi ≥ p(1)
i + ∑

j|X j=2
Pj,i + ∑

k|Xk=1
p(1)

k xi, /0,k

∀i ∈ IM C |Xi=3 (7.7)

∑
i|Xi=3∪ /0

∑
j|X j=2∪ /0

xi, j,k ≥ 1

∀k ∈ IM C |Xk=1 (7.8)

∑
i|Xi=3∪ /0

yi, j ≥ 1 ∀ j ∈ IM C |X j=2 (7.9)

where
yi, j ∈ {0,1}∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2

xi, j,k ∈ {0,1}
∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2∪ /0,
∀k ∈ IM C |Xk=1∪ /0 : k 6= /0∨ (i = /0∧ j = /0)
pi ∈ Z+

0 ∀i ∈ IM C |Xi=3

Pj,i ∈ Z+
0 ∀i ∈ IM C |Xi=3∪ /0,∀ j ∈ IM C |X j=2
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When Bottom-up fails to prove optimality, it goes
back to this model while supplying the lb− lower
bound and the initial solution. The reason for exe-
cuting Bottom-up ahead solving MILP model 7.2 is
two-fold. First, we have observed the solver struggles
to prove optimality when the solution is clearly opti-
mal regarding the critical path. The other observation
is that if the problem instance contains the majority of
tasks with criticality one and two, then solving its 2−

restriction frequently yields optimal solution since the
highest criticality levels are not likely to be utilized.
The same holds for the instances with a large number
of tasks with higher criticality. Furthermore, solving
2± restrictions of IM C is cheap compared to the solv-
ing the whole MILP model 7.2 as it can be seen in
Tab. 1.

8 COMPUTATIONAL
EXPERIMENTS

For the problem 1|mc= 2,mu|Cmax we have randomly
generated sets of 20 instances with n tasks for each
n ∈ {10, . . . ,200}. Criticalities of tasks were dis-
tributed uniformly. The processing time of a task
at level 1 is sampled from the uniform distribution
U(1,11). For tasks with the criticality of 2, the pro-
longation at level 2 is sampled from uniform distribu-
tion U(1,10).

For the problem 1|mc = 3,mu|Cmax we have ran-
domly generated sets of 20 instances with n tasks
for each n ∈ {10, . . . ,80}. For each n, the set con-
tains instances with different splits of tasks’ critical-
ities and different distributions for prolongation (e.g.
U(1,10) and U(1,7) for the second level, U(1,10)
and U(1,14) for the third level, etc.) in order to gen-
erate instances of various properties. We have inves-
tigated the impact of different processing time dis-
tributions to the overall performance. We have ob-
served that the the proposed approach is not sensitive
to the choice of particular distributions, but rather to
the difference between combined processing times al-
located to each criticality level. Therefore, in our ex-
periments, we have used uniform distributions with
parameters that represent challenging instances.

The column avg t (max t) in Tab. 1 and 2 de-
notes the average (maximal) computational time for
instances that were solved within the time limit of
300 s. The column unsl contains the percentage of in-
stances that were not solved within the time limit and
avg gap denotes average optimality gap proven by the
solver for the unsolved instances. Results were ob-
tained with two Intel Xeon E5-2620 v2 @ 2.10 GHz
processors using Gurobi Optimizer 6.5 with the algo-

rithms implemented in Python 3.4.

In Tab. 1 it can be seen that our model is able to
solve about an order of the magnitude larger prob-
lem instances. The Relative Order model proposed
by (Hanzalek et al., 2016) consistently fails to narrow
optimality gap for instances with more than 40 tasks.
In Tab. 2 it is shown that the combination of Bottom-
up heuristic and MILP 7.2 is able to solve reliably in-
stances with 60 tasks up to the optimality and almost
all instances with 80 tasks. Moreover, the proven gap
is much smaller than for the Relative Order model;
therefore it shows that our model has stronger linear
relaxation.

To put our algorithms into the another test, we
tested them on data obtained from our automotive in-
dustrial partner. The data comes from a real-life au-
tomotive system consisting of a communication mes-
sages between 23 ECUs. From this instance, we con-
structed a probabilistic model that corresponds to the
given instance. We are interested in scheduling mes-
sages inside the basic period (10 ms); therefore those
are messages occurring in every communication cy-
cle. The aim is to minimize Cmax to maximize re-
maining space for other messages with larger periods.

The instance divides messages into three cate-
gories. The lowest critical are debug and develop-
ment messages which do not use any form of a check-
sum. More critical messages are secured by a par-
ity check. The most critical messages are secured
by CRC8 code. The message criticalities are dis-
tributed according Pr[Xi = 1] = 0.48, Pr[Xi = 2] =
0.48, Pr[Xi = 3] = 0.04. The length of each mes-
sage is drawn from distribution U(8,12). The pro-
longation on the second and the third criticality level
is sampled from U(8,16) to model the message re-
transmission and an extra overhead.

The real-life industrial dataset was created by gen-
erating 20 instances of the problem 1|mc= 3,mu|Cmax
according to distributions mentioned above for each
of n ∈ {50,100,150,200}, where n is the number of
messages. The results are reported in Tab. 3. The
computational times were obtained under the same
circumstances as described above.

The results for real-life industrial data are quanti-
tatively better compared to those obtained in Tab. 2.
The reason is likely that the data contain relatively
a few GREAT-tasks and the range of lengths of LO-
tasks is relatively narrow. Therefore, many of them
are identical, and the solver might be able to exploit
this symmetry even though it was not supplied to it.
With the Covering MILP model, the solver scales well
even for larger instances.
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Table 1: Computational results for the problem 1|mc = 2,mu|Cmax.

Covering MILP 6.1 Relative Order MILP (Hanzalek et al., 2016)
n tasks avg t [s] max t [s] unsl [%] avg gap [%] avg t [s] max t [s] unsl [%] avg gap [%]
10 > 0.01 0.03 0 — 13.07(±44.93) 200.22 0 —
15 > 0.01 0.03 0 — 49.67(±49.38) 127.09 60 27.32(±12.54)
20 0.01(±0.01) 0.03 0 — — — 100 40.09(±15.27)
40 0.09(±0.17) 0.81 0 — — — 100 77.66(±6.23)
60 1.37(±4.33) 19.71 0 — — — 100 84.23(±2.90)
80 0.38(±0.45) 1.94 0 — — — 100 90.72(±1.77)
100 1.28(±1.38) 5.05 0 — — — 100 93.38(±0.76)
150 11.77(±24.29) 93.01 0 — — — 100 96.02(±0.24)
200 22.69(±61.24) 281.04 0 — — — 100 97.33(±0.13)

Table 2: Computational results for the problem 1|mc = 3,mu|Cmax.

Bottom-up w/ Covering MILP 7.2 Relative Order MILP (Hanzalek et al., 2016)
n tasks avg t [s] max t [s] unsl [%] avg gap [%] avg t [s] max t [s] unsl [%] avg gap [%]
10 0.02(±0.01) 0.04 0 — 0.09(±0.07) 0.28 0 —
20 0.16(±0.36) 1.66 0 — — — 100 28.71(±16.62)
30 0.17(±0.17) 0.66 0 — — — 100 63.28(±7.35)
40 0.69(±1.02) 3.61 0 — — — 100 72.85(±6.14)
50 2.40(±7.42) 33.56 0 — — — 100 80.61(±2.96)
60 6.71(±11.97) 44.67 0 — — — 100 84.30(±2.70)
70 11.30(±22.31) 79.38 10 0.38(±0.19) — — 100 89.34(±1.43)
80 37.92(±68.82) 224.86 20 0.34(±0.13) — — 100 91.09(±1.40)

Table 3: Computational results for the real-life instances.

Bottom-up w/ Covering MILP 7.2
n tasks avg t [s] avg gap [%]
50 0.08(±0.14) —
100 1.17(±3.33) —
150 3.67(±7.23) 0.26 (±0.00)
200 5.34(±15.51) —

9 CONCLUSION

In this paper, we have proposed two exact approaches
for the problem of non-preemptive mixed-criticality
match-up scheduling for solving the problem of mes-
sage retransmission in time-triggered communication
protocols. We investigated the fundamental proper-
ties of F-shapes to obtain efficient models of the prob-
lem. Our algorithms outperform recently proposed
approach by a large margin. Furthermore, we showed
the membership of 1|mc = L ,mu|Cmax problem in
AP X complexity class for an arbitrary fixed L .
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Abstract: Constraint-Based Local Search (CBLS) is an approach for quickly building local search solvers based on
a declarative modelling framework for specifying input variables, constraints and objective function. An
underlying engine can efficiently update the optimization model to reflect any change to the input variables,
enabling fast exploration of neighbourhoods as performed by local search procedures. This approach suffers
from a weakness when moves involve modifying the value of a large set of input variables in a structured
fashion. In routing optimization, if one implements the optimization model by means of integer variables, a
two-opt move that flip a portion of route requires modifying the value of many variables. The constraint on
this problems are then notified about many updates, but they need to infer that these updates constitute a flip,
and waste a lot of time. This paper presents this multi-variable limitation, discusses approaches to mitigate it,
and proposes an efficient implementation of a variable type that represents sequences of integers to avoid it.
The proposed implementation offers good complexities for updating and querying the value of sequences of
integers and some mechanisms to enable the use of state-of-the art incremental global constraints.

1 INTRODUCTION

Constraint-Based Local Search (CBLS) is an ap-
proach for representing declarative optimization mod-
els for local search optimization where the optimiza-
tion problem is represented by means of variables and
invariants (Van Hentenryck and Michel, 2009). In-
variants are directed constraints that have designated
input and output variables and that maintain the value
of these output variables according to their specifica-
tion and to the value of the input variables. Decision
variables are not the output of any such directed con-
straints. A local search procedure can explore neigh-
bourhoods by modifying these decision variables and
query the value of a variable that is maintained by the
model and represents the objective function.

This is the approach implemented by the frame-
works Comet, Kangaroo, OscaR.cbls, LocalSolver,
and InCELL (Van Hentenryck and Michel, 2009;
Newton et al., 2011; De Landtsheer and Ponsard,
2013; Benoist et al., 2011; Pralet and Verfaillie,
2013). In such frameworks, several variable types
might be available, such as Boolean, Integer, Float,
Set of Integer, and List of Integer. A key aspect that
updating invariant should be as efficient as possible in
order to provide fast neighbourhood exploration.

An important drawback of the CBLS approach is
the potential loss of efficiency of the model compared
to a dedicated model to evaluate structured moves
involving several variables. We call it the multi-
variable limitation. The multi-variable limitation oc-
curs when a move requires modifying a large number
of input variables altogether, and this move actually
implements some structurally consistent modification
of the model that could be captured in a more sym-
bolic and global way with a O(1) sized representa-
tion. Such more symbolic representation of the move
would typically enable efficient global reasoning of
the impact of that move onto the constraint of the
problem.

For instance, a routing problem, such as a Travel-
ling Salesman Problem (TSP) (Schrijver, 2005), can
be represented by a series of integer variables, called
“next”, each of them being associated with a node
of the routing problem, and specifying the node that
must be reached when leaving the associated node.
Evaluating a 2-opt move, that flips a section of a
route, requires modifying each “next” variable asso-
ciated with nodes included in the flipped section, thus
requiring O(n) updates (Croes, 1958). An invariant
maintaining the routed distance from a distance ma-
trix is then notified about the change of each modified
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variable and is therefore updated in O(n) time, sim-
ply because it is notified about O(n) updates. The
cost of evaluating such move is therefore O(n) time,
because of the O(n) updated variables, and the O(n)
notifications sent to the listening invariant. A routing
optimization engine implemented with a dedicated al-
gorithm could easily reason on the logical meaning of
a 2-opt and evaluate the same neighbour in O(1) time,
especially if the distance matrix is symmetric (Glover
and Kochenberger, 2003).

There are several ways to mitigate the multi-
variable limitation, namely, change the order of ex-
ploration, transmit more symbolic information beside
variables, use symbolic differentiation, or add more
structured variable types. Let us review them in order
to motivate our approach.

Choosing the Order of Exploration of the
Neighbourhood (Glover and Kochenberger, 2003).
In the case of the aforementioned 2-opt move, one
can gradually widen the flipped route segment, so that
each neighbour can be explored in turn, and going
from one neighbour to another one requires moving
two points. We call this exploration mode the circle
mode, as opposed to the star mode. In star mode, the
state of the model is rolled back to the initial state
between each explored neighbour. Circle mode ex-
ploration is however hard to combine with heuristics
such as selecting nodes among the k-nearest ones in
vehicle routing, that allows one to suggest a few rele-
vant neighbours among e.g. a 2-opt and explore these
moves exclusively.

Transmitting additional symbolic information
through the model, e.g. by proposing the notion of
“aggregate of variables” such as “array of integer vari-
ables” and transmit the symbolic nature of the move to
the invariants listening to the aggregate, so that they
can update their output value efficiently using global
algorithms. This approach would not fully solve the
issue because the O(n) variables involved in the move
would be updated anyway since they exist, and their
value might be queried by the invariants listening to
the aggregate.

Performing symbolic differentiation of the
model to automatically use the best algorithm for
evaluating neighbours. This option is complex be-
cause it requires reasoning on the structure and global
semantic of the model. It also requires to deploy
additional reasoning tool, e.g. SMT-solvers like Z3
(De Moura and Bjørner, 2008).

Introducing structured variable types, so that
complex moves are performed on the value of the
variable and can be described in a more symbolic way
as a delta on this value. Those moves can be imple-
mented efficiently and then used as powerful primi-

tives for writing efficient global algorithms.
This paper focuses on this last approach and pro-

poses an implementation of a variable type represent-
ing sequences of integers, suitable for a CBLS solver.
The goal is to achieve similar algorithmic complexity
to the one achievable by a dedicated implementation,
while still providing a high degree of declarativity as
proposed by the CBLS approach.

We focus on this type of variable for two reasons.
First, sequence of integers could be deployed to rep-
resent various optimization problems that have a no-
tion of sequencing including car sequencing, routing,
flow-shop scheduling, etc. Routing optimization is an
area where local search is widely used; it can benefit
from our sequence variable. Second, string solving is
an active topic of research (Abdulla et al., 2015; Fu
et al., 2013; Ganesh et al., 2011; Scott et al., 2015).
Providing a variable of type ”sequence of integers”
supporting efficient global updates within a generic
local search engine can constitute an opportunity to
make the development inherent to such research eas-
ier (Björdal, 2016).

This paper is focusing a lot on the efficiency of the
underlying data-structures for representing sequences
of integers. It often uses the complexity notation
O(...). It implicitly refers to the time complexity, un-
less otherwise specified.

The paper is structured as follows: Section 2
presents various frameworks for implementing local
search and the way they support global constraints
on sequences, it also introduces the OscaR.cbls en-
gine with more details; Section 3 presents the require-
ments over an implementation of such sequence vari-
able in a CBLS framework; Section 4 discusses the
data-structure and the API of our implementation and
concludes with complexity; Section 5 validates our
approach by presenting how global constraints can
easily be implemented based on our API (Applica-
tion Programming Interface); Section 6 presents some
benchmarks of our implementation; Finally, Section 7
concludes.

2 BACKGROUND

This section first presents several CBLS frameworks,
and then introduces the necessary vocabulary of
CBLS for the remaining of the paper, based on the
OscaR.cbls engine.

2.1 Local Search Frameworks

Local search frameworks aim at making the devel-
opment of local search solutions much simpler. To
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this end, they provide different degrees of support for
the modelling of the problem or the elaboration of the
search procedure.

EasyLocal++ is a framework that requires a ded-
icated model to be developed from scratch using ad-
hoc algorithms. It mainly provides support for declar-
ing the search procedure (Di Gaspero and Schaerf,
2003). As such, it does not suffer from the multi-
variable limitation, but it does not provide as much
assistance in the development of a model as a CBLS
framework would. Notably it does not allow the de-
veloper to package efficient global constraints that can
be instantiated on demand.

There are a few tools supporting constraint-based
local search, namely: Comet (Van Hentenryck and
Michel, 2009), Kangaroo (Newton et al., 2011), Os-
caR.cbls (OscaR Team, 2012), LocalSolver (Benoist
et al., 2011), and InCELL (Pralet and Verfaillie,
2013).

Comet, Kangaroo, and OscaR.cbls support Inte-
gers and Sets of Integers. InCELL supports a notion
of variable that is a sequence of other variables. How-
ever, it does not offer a unified data structure for rea-
soning on the sequence itself, and no information is
available about the added value of such sequence of
variables (Pralet and Verfaillie, 2013). LocalSolver
supports a variable of type list of integers, where each
value can occur at most once (Benoist et al., 2011).
No detail is given about how these lists of integers are
actually implemented and it supports very few invari-
ants and constraints related to this list variable.

Beside CBLS tools, there are many global con-
straint algorithms that have been developed, notably
for routing optimization. The most classical exam-
ple is the route distance invariants that computes the
distance driven by a vehicle, given its route, and that
quickly updates this distance when a routing move
is performed such as a 2-opt or a 3-opt (Glover and
Kochenberger, 2003). Another example is the travel-
ling delivery man problem described in (Mladenović
et al., 2013) that relies on pre-computation to update
a complex metrics in O(1) for a large proportion of
classical routing moves. Such global constraints only
require a high-level description of the move to per-
form their update efficiently. Implementing such al-
gorithm therefore requires something in the vein of
our proposed sequence variable. Our contribution
is to propose such implementation within a generic
framework, under the form of a dedicated variable
with the appropriate underlying data structure, so that
these global constraints can be implemented easily,
and instantiated in a flexible way as done with other
constraints in a CBLS engine.

2.2 CBLS, the OscaR Way

Since this contribution has been done in the context
of the OscaR.cbls tool, we further introduce the ba-
sic concepts of CBLS using the vocabulary of Os-
caR.cbls. As usual in local search, solving a problem
involves specifying a model and a search procedure.

The model is composed of incremental variables
(integers and set of integers at this point), and invari-
ants which are incremental directed constraints main-
taining one or more output variables according to the
atomic expressions they implement (e.g. Sum: the
sum of inputs). Constraints are special invariants that
maintain their violation as an output variable. They
are Lagrangian relaxations of their specification. Be-
side they also maintain some information about which
variable cause the violation.

The search procedure is expressed using neigh-
bourhoods, which can be queried for a move, given
the current state of the model, an acceptance crite-
rion, and an objective function. Combinators are a set
of operators on neighbourhoods that combine them
and incorporate various metaheuristics, so that a com-
plex search strategy is represented by a composite
neighbourhood totally expressed in a declarative way
(De Landtsheer et al., 2015). A library of combina-
tors is available for specifying standard metaheuris-
tics (e.g. simulated annealing, restart, hill climbing),
for managing solution (e.g. when to save the current
state, or restore a saved state), and for expressing stop
criteria.

In order to set up the floor for the introduction of
the new sequence variable, we give details on how
the model is represented and it is updated during the
search.

The data structure behind a model is a graph,
called the propagation graph, which we can approxi-
mate to a directed acyclic graph, where the nodes are
variables and invariants. Variables have an associ-
ated type and implement specific algorithms related
to their type. Invariants have specific definitions, and
implement this definition mostly through incremental
algorithms. Edges in the graph represent data flows
from variables to listening invariants and from in-
variants to controlled variables. The directed acyclic
graph starts with input (a.k.a. decision) variables, and
typically ends at a variable whose value is maintained
to be the one of the objective function. Figure 1 il-
lustrates a propagation graph for a simple warehouse
location problem.

In such engine, propagation is about propagating
updates along the propagation graph in such a way
that a node is reached at most once by the update
wave, and only if one of its inputs has changed and
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if needed by the model update. OscaR.cbls manages
this wave by sorting the nodes based on the distance
from the decision variables. The propagation is co-
ordinated through a dedicated heap that aggregates
nodes at the same distance in a list. This offers a
slightly better time complexity than the classical ap-
proach based on topological sort initially presented in
(Van Hentenryck and Michel, 2009).

Figure 1: Propagation graph on a warehouse location prob-
lem.

The search for a solution starts from an initial
solution and explores the specified neighbourhood.
Each neighbour solution is examined by modifying
the input variables, and querying the objective func-
tion of the model which is updated through propaga-
tion.

During propagation, variables notify each invari-
ant listening to them about their value change. Such
notifications carry the necessary information about
the value change of the variable. For integer variables,
it carries a reference to the variable, and the old and
new value of the variable. For set variables, it carries
a reference to the variable, the old value of the vari-
able, the new value of the variable, and both the set
of values that have been added and removed from the
variable. All values transmitted by variables, through
notification or through queries to the variables are im-
mutable, to make the implement of algorithms in in-
variants easier.

3 REQUIREMENTS OVER A
SEQUENCE VARIABLE

Our contributed sequence variable implements the
following set of requirements, which have been iden-
tified from the way such variables are to be used in a
CBLS engine, and from opportunities that they could
open up, notably for supporting efficient global con-
straints:

• speed-exploration Sequence variables value
should be updated very quickly in the context of
neighbourhood exploration to reflect moves that

are typically explored in routing, such as insert
value, remove value, 1-opt, 2-opt, 3-opt.

• symbolic-large-delta Sequence variables should
transmit the symbolic structure of such move that
involve large modification of their value, so that
invariants that derive values out of sequences of
integer receive the high-level information of the
delta that the variable has encountered.

• pre-computation There should be some kind of
mechanism for invariants to know when they can
perform pre-computation on the current value of
a sequence variable, so that they can exploit such
pre-computation in order to quickly update the
neighbour values during neighbourhood explo-
ration.

• speed-move-taken Sequence variables should be
updated quickly to reflect move that are being
taken, considering the same moves as the require-
ment speed-exploration. This requirement has a
lower priority than speed-exploration since there
are more neighbours explored than moves taken.

• immutable-value The value representing a se-
quence of integers should be non-mutable, that
is: once transmitted to an invariant or saved, it
should not be modified. A variable can of course
change its value. This requirement is relevant be-
cause sequences are represented by complex and
non-atomic data structures.
From the set of neighbourhoods mentioned in

the speed-exploration and speed-move-taken require-
ments, we identify the following basic updates that
our implementation must support:
• insert an integer value at a given position, and

shift the tail of the sequence by one position up-
wards. The parameters of this update are: the po-
sition of the insert, and the inserted value.

• delete the integer value at a given position, and
shift the tail of the sequence by one position
downwards. This update has one parameter that
is the position of the deleted integer.

• seq-move that moves a sub-sequence to another
position, and optionally, flip it during the move.
This update has four parameters: the start posi-
tion of the moved segment, the end position of the
moved segment, the position after which the seg-
ment must be moved to, and a Boolean specifying
if the subsequence is flipped during the move.

These updates can be composed together to consti-
tute a composite update, such as a two point move in
Pick-up and Delivery Problems (PDP) (Savelsbergh
and Sol, 1995), or a value assign in string optimiza-
tion that is a composition of delete and insert.
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4 IMPLEMENTATION

This section presents our implementation of a se-
quence of integers. It starts by a description of our
dedicated data structures for representing immutable
sequence values. Then, we introduce how sequence
variables interact with sequence values, as well as our
check-pointing mechanisms. We wrap up with a ta-
ble presenting the complexity of all the queries and
update operations of our sequence variable.

4.1 Sequences as Mappings

Sequences can be represented using several data
structures. Typically, they can be represented using
lists, arrays or mappings from positions to values. All
these data-structures can be mutable or non-mutable.
Mutable data structures are forbidden altogether in
our approach because of the immutable-value require-
ment. Non-mutable lists and array have O(n) com-
plexity for insert, delete and seq-move operations.
Besides, lists do not enable accessing their elements
by positions efficiently.

Our approach is to represent sequences of inte-
gers as a continuous mapping from positions to val-
ues, where positions are integer values ranging from
zero to the length of the sequence minus one.

Exploring such relations for consecutive values
is therefore costly because they are typically imple-
mented through O(log(n)) balanced trees data struc-
tures. Our implementation provides a standard mech-
anism for speeding up sequence explorations. An ex-
plorer is a temporary non-mutable object represent-
ing a certain position in a given sequence. It can be
queried for the position in the sequence and the value
at its position. Besides, an explorer can be queried for
the explorer at the next or at the previous position in
the sequence. For instance, an explorer on a red-black
tree supports the value and position queries in O(1)
and the next and prev operation in O(1), amortized.

4.2 Stacked and Concrete Updates

Thanks to the representation as a map, we can im-
plement the speed-exploration requirement through
stacked updates: when a move is explored, a dedi-
cated non-mutable class is created that offers the same
API as a sequence, and behaves according to the value
it represents by translating and forwarding queries it
receives to the original non-modified sequence. Such
dedicated non-mutable class representing modified
sequences can be instantiated in O(1) and are called
stacked updates because they constitute a stack of up-
dates, starting at the concrete sequence. For each of

the three update classes (insert, remove, seq-move),
a dedicated class implementing a sequence modified
according to this move class can be implemented.

For instance, considering the remove operation,
the query that gets the value at a given position is im-
plemented as follows:

c l a s s RemovedPointSequence (
o r i g i n a l S e q u e n c e : I n t S e q u e n c e ,
pos i t ionOfRemove : I n t )

ex tends I n t S e q u e n c e {

def g e t V a l u e A t P o s i t i o n ( pos : I n t ) =
o r i g i n a l S e q u e n c e . g e t V a l u e A t P o s i t i o n (

i f ( pos < pos i t ionOfRemove ) pos
e l s e pos +1)

}

Each forwarding performed by the stacked up-
dates adds up to the complexity of such queries, gen-
erally a O(1) term, which can have a more-less im-
portant constant weight. Stacked updates are de-
signed for neighbourhood exploration, provided the
exploration is performed in a star mode, and provided
each move is performed on the initial value of the se-
quence. They are however not adapted to exploration
performed in circle mode, nor to committing moves
when they are actually taken, because they would ac-
cumulate and the overhead would make them imprac-
tical. Such updates are therefore performed on the
concrete representation of sequences.

The concrete representation of a sequence repre-
sents the map from positions to values through a dou-
ble mapping that maps positions to an internal posi-
tion and then maps the internal position to the actual
value.

The first mapping is a piecewise affine bijection,
where each affine piece has a slope +1 or −1 and
an offset. Each of these affine transformations apply
within a given interval of value taken from the range
of positions in the sequence. A red-black tree maps
the starting value of the interval of each affine trans-
formation to the actual transformation. Given a po-
sition in the sequence, the corresponding internal po-
sition can thus be identified in O(log(k)) where k is
the number of affine transformations in this mapping.
The reverse transformation is also available with the
same representation. This mapping is illustrated in
Figure 2.

The second mapping is made of two red black
trees, one maps the internal position to the actual
value, and the other is the reverse; it maps a value
to the set of internal positions where it occurs.

The purpose of the double mapping is that the first
mapping can be efficiently updated in O(k ∗ log(k))
to reflect the three update operations considered here.
Applying such update can increase or decrease the
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Figure 2: Illustrating the piecewise affine bijection that
maps positions to internal positions.

number of affine functions in the first mapping. The
update procedure of this mapping ensures that the
number of affine functions is minimal, in most cases.
This is how the requirement speed-move-taken is im-
plemented in our system.

To avoid a significant increase of the number of
affine segments in the first mapping, it is bounded at
start-up to a maximal value. Whenever this value is
reached, a regularization operation is performed to
simplify the first mapping to the identify function, and
correct the two potentially large red black trees of the
second mapping accordingly. The choice of this max-
imal k value is a key choice and will be investigated in
more detail later in this paper, both from the theoreti-
cal point of view of the resulting complexity and from
the practical point of view through some benchmarks.

The concrete representation and the stacked up-
dates are all implemented through non-mutable data
structures exclusively to comply with the requirement
immutable-value.

An illustration of the object actually created in
shown in Figure 3 in the case of a sequence with a
stacked delete update. It shows the internal structure
of the concrete sequence, with its bijection and the
two red black trees, and the stacked update represent-
ing the sequence where the value at a given position
has been deleted. They both implement the API of
IntSequence.

4.3 Checkpointing

Sequence variables support a notion of checkpoint
that serves the following purposes:

• notify invariants about the possibility to perform
pre-computation that they can exploit in order
to evaluate neighbour solutions in the context of
neighbourhood exploration. Neighbourhoods op-
erating on a sequence variable are therefore re-
quired to notify to the variable when they start

Figure 3: Architecture behind our sequence data structure.

a star-mode exploration and register the current
value as a checkpoint, and must release the check-
point after the exploration is completed.

• provide an operation “roll back to checkpoint”
to neighbourhoods, so that a neighbourhood can
simply invoke this update operation, and the vari-
able can reload the previous value in O(1) by re-
verting to the previous value (which is still stored
in the internal structure of the variable)

• provide a notification message that the sequence
variable can send to the invariant to notify that
the value has been reverted to the latest declared
checkpoint. Invariants might be able to update
their output and/or internal state efficiently, know-
ing this high-level information.

The OscaR.cbls framework supports the cross-
product of neighbourhoods (De Landtsheer et al.,
2015). It is implemented by nesting one neighbour-
hood into another, with optional, user-specified prun-
ing. The check-pointing mechanism proposed here
must therefore support stacked checkpoints, so that
the outer and the inner neighbourhoods can both de-
clare their checkpoint and interact with the variable as
if they were operating alone.

We can distinguish three strategies for communi-
cating checkpoints between neighbourhoods and in-
variants. First, a transparent-checkpoint approach can
be used, where all checkpoint definition and release
are communicated to the listening invariant. Sec-
ond, only the topmost checkpoint is communicated,
third, only the latest checkpoint is communicated; ad-
ditional release instructions are inserted in this last
communication by the sequence variable to ensure a
coherent presentation of the checkpoint definition and
release. So far, Our system so far incorporates the
latest-checkpoint strategy.

To use this mechanism, neighbourhoods must first
notify that they will explore around the current value
of the variable, setting it as a checkpoint, so that in-
variants are notified that they should perform their
pre-computations on this value. Then, the neighbour-
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hood can perform its exploration by repeatedly mov-
ing to a neighbour solution, evaluating the objective
function, and performing a roll-back to the declared
checkpoint. When the exploration is completed, the
neighbourhood must release its checkpoint through a
dedicated method call.

This mechanism of checkpoint is not to be mixed
up with the one presented in (Van Hentenryck and
Michel, 2005). The checkpoints presented here aim
at performing pre-computation, making it possible to
reach the efficiency of what Comet calls differentia-
tion (Van Hentenryck and Michel, 2009).

4.4 The Sequence Variable and its Delta

To modify a sequence variable, neighbourhoods use
the update operations supported by the sequence
value. They can also specify a checkpoint to the vari-
able, and call a rollBackToCheckpoint to this defined
checkpoint. These operations are available through
the API of sequence variables.

Upon propagation, a sequence variable notifies its
update to all its listening invariants through dedicated
data structures representing the succession of updates
that have been performed on it since its previous prop-
agation, namely: a succession of insert, delete, seq-
move, and checkpoint definitions, starting up with a
roll-back to a defined checkpoint, an assignment, or a
marker denoting the previously last notified value.

4.5 Complexity of Operations on
Sequence Values

The complexity of the main queries implemented on
sequence values are summarized in Table 1, where k
is the maximal number of affine functions in the first
mapping of the concrete sequence, and n is the length

of the sequence. It shows the cost on the concrete se-
quence as well as the additional cost for each stacked
update. Computing value at position if logarithmic
both in n and k while computing position at value is
less efficient. Moving to the next value using an ex-
plorer is O(1) in amortized cost.

The complexity of the main update operations are
summarized in Table 2. The first column shows the
complexity of quick updates. The second column
represent the complexities of the concrete updates
assuming that no regularization occurs. The third
column is the complexity of the concrete updates,
considering the amortized complexity of regulariza-
tion. The regularization operation has a complexity
of O(n ∗ log(k)), takes place at most every Ω(k) up-
dates, so it adds O(n ∗ log(k)/k) amortized complex-
ity. The regularization is not O(n ∗ log(n)) although
it requires rebuilding red black trees of size O(n) be-
cause the trees are built in a batch mode on already
sorted keys, thus in O(n). To compare with, the com-
plexities of these updates on a concrete representation
made of a single mapping through red black trees is
O(n) for each of these updates.

Concretely, in our implementation, the user can
control the value of k through a percentage of the ratio
k/n with a default value of 4%

The overall run time of a full-fledged local search
solver is dominated by the cost of exploring neigh-
bours, and in a much smaller way, by the cost of
performing the moves and performing some pre-
computations. Pre-computations being performed by
the invariants, they are not considered here. If we
exclusively focus on the cost incurred by the data
structures, these amount to O(1) per neighbour, and
O(log(x) + log(k) ∗ (k + n/k)) (with x being n or k,
depending on the move), respectively.

Table 1: Time complexity of queries on a sequence value.

value at position positions of value explorer explorer.next
concrete O(log(n) O(#positions∗ log(k) O(log(n) O(1) amortized
sequence +log(k)) +log(n)) +log(k))
added cost for O(1) O(#positions) O(1) O(1) amortized
each stacked update

Table 2: Time complexity of updates on a sequence value.

quick update concrete update concrete update
without regularization with amortized regularization

insert O(1) O(log(n)+ k ∗ log(k)) O(log(n)+ log(k)∗ (k+n/k))
delete O(1) O(log(n)+ k ∗ log(k)) O(log(n)+ log(k)∗ (k+n/k))
seq-move O(1) O(k ∗ log(k)) O(log(k)∗ (k+n/k))
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5 VALIDATING THE CONCEPT
OF SEQUENCE VARIABLE

This section validates our concept of sequence vari-
able by explaining how a few representative global
constraints or objective functions can be modelled
and benefit from our state-of-the-art algorithms. We
focus on three examples, two of them are taken from
the context of vehicle routing problem: symmetric
constant routing distance, and node-vehicle restric-
tions. The last example is more generic: sequence
flipping.

The routes of v vehicles are represented as a single
sequence of integers where each integer is present at
most once, and represent a node of the routing prob-
lem. Their start nodes are 0 to v−1 and should always
be in the sequence, and in this order. A vehicle implic-
itly comes back to its start node at the end of its route.
Figure 4 shows this encoding for a problem with 3 ve-
hicles and 9 nodes. Also, there is a convention that a
subsequence that is moved by a seq-move cannot in-
cludes a start node. All our routing neighbourhoods
have such behaviour.

Figure 4: Encoding of a routing problem with three vehicles
using a single sequence.

The rationale for this representation is that moves
involving two vehicles can be performed efficiently
using our efficient data structures since there is no
need to transfer data between two sequences.

5.1 Symmetric Constant Routing
Distance

Symmetric constant routing distance is an invariant
that maintains the total distance driven by all vehicles,
based on a distance matrix specifying the distance be-
tween each pair of node, knowing that this matrix is
symmetric. This metric is very frequent at least in
academic literature. It is also a classic example where
a global constraint can update its value in O(1) run
time against the classical routing neighbourhoods (1-
opt, 2-opt, 3-opt) (Glover and Kochenberger, 2003).
We illustrate it on the 2-opt only for conciseness and
consider a single vehicle.

Upon a two-opt move, the global constraint is no-
tified about a mode update, which is a simple flip.
This update specifies a start position and an end po-
sition in the sequence that are the start and end of
the flipped segment. From these value, it is able to

compute the delta on the global distance driven by the
considered vehicle since it only is impacted by the
changes at the extremities of the flipped segment.

5.2 Node-vehicle Restriction

Given a number of atomic constraints specifying for-
bidden couples (node;vehicle), a global constraint for
node-vehicle restrictions maintains a degree of viola-
tion, i.e. the number of such couples that occur in
the current routes. A fundamental observation is that
the violation degree only changes when nodes are in-
serted, deleted or when a segment of route is moved
from one vehicle to another one. We focus on the last
move exclusively as the two others are trivial.

This invariant relies on pre-computation to evalu-
ate such moves efficiently. The pre-computation pro-
cess examines the routes at the checkpoint, and dec-
orates each step of each route with a map relying
each vehicle to number of nodes since the start of the
route that cannot be reached by this vehicle, accord-
ing to given individual constraints. Evaluating a move
that moves a segment from one vehicle to another
one requires counting the number of nodes within the
moved segment that cannot be reached by the vehicle
from which the segment is removed, and the number
of such nodes that cannot be reached by the vehicle to
which the segment is moved. These two values can be
obtained in O(log(v)) from the pre-computed values,
since we need to identify the vehicles involved by the
moves.

5.3 Sequence Flipping

This invariant maintains an output sequence variable
to be the flipped value of an input sequence variable.
It is not specifically related to routing and clearly
demonstrates the flexibility of our framework. This
invariant is implemented by translating the moves on
the input sequence variable into moves operated on
the output sequence variable. It mainly requires trans-
lating all indices i appearing in notification messages
received from the input sequence variable by trans-
forming them into length− i when the message are
forwarded to the output sequence variable.

6 BENCHMARKING

This section presents a benchmark to illustrate the ef-
ficiency of sequence variables and the impact of the k
factor of our sequence of integers.

The benchmark exclusively focuses on this vari-
able; run times are to be considered with the greatest
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care since they are heavily dependent on the search
procedure in use. The latter is under the responsibil-
ity of the OR practitioner.

The benchmark is a VRP with 100 vehicles and
various numbers of nodes on a symmetric distance
matrix and no other constraint. The total distance
driven by all vehicles must be minimized. The prob-
lem roughly declares as follows, using various bricks
of our framework:

v a l r o u t e s =
CBLSSeqVar (m, 0 t o v−1, n−1,

KNFactor )

v a l t o t a l D i s t a n c e =
C o n s t a n t R o u t i n g D i s t a n c e ( r o u t e s , v ,

s y m m e t r i c D i s t a n c e M a t r i x )

v a l o b j = t o t a l D i s t a n c e
+ 10000∗ ( n − S i z e ( r o u t e s ) )

It starts with no node routed, and uses a mix of in-
sert point, one point move, two opt and three opt with
various parameters. An important parameter of these
neighbourhood is a w factor; when considering neigh-
bour nodes, only the w nearest one are considered by
the neighbourhood. For the sake of completeness, the
search procedure is given here below. It is instan-
tiated using neighbourhood combinators (De Landt-
sheer et al., 2015). It combines different classical
VRP neighbourhoods using a variant of hill climbing,
and ends up with tree opt neighbourhood with a larger
w factor.

v a l s e a r c h =
B e s t S l o p e F i r s t (

I n s e r t P o i n t U n r o u t e d F i r s t (w=10) ,
I n s e r t P o i n t R o u t e d F i r s t (w=10) ,
onePointMove (w=10) ,
twoOpt (w=20) ,
t h r e e O p t (w= 1 0 ) )

exhaust t h r e e O p t (w=20)

Figure 5 shows the run time of the optimization
engine for various values of the k/n percentage. Each
curve reports on a set of benchmark performed with
a given value for n, ranging from 1k to 11k by step
of 2k. The runs have been performed three times, and
the median value is reported. The benchmarks have
been executed on a laptop with Intel Core i7 2.3GHz
with 16Go of RAM, and 4 Gb allocated to the Java
Runtime Environment.

On this diagram, we clearly see the impact of the
k/n percentage on the run time. A value of zero
is clearly suboptimal; it actually disables the system
of piecewise affine bijection presented in Section 4.
Above 1, the impact of this factor on the run time
reaches a plateau. Efficiency decreases again if the
k/n ratio gets too large; a sample value of 20 is il-

Figure 5: Run time (in seconds) vs. various values of k/n
for various values of n.

lustrated. Another phenomenon to be noted is that
the impact of this mechanism grows with the size of
the considered problem; this is probably due to the
non-linear nature of the complexities, as presented in
Section 4.5. A last phenomenon that is clearly visi-
ble on the figure is that all curves seem to experience
the same behaviour at the same value, although this
is possibly due to the coarse steps used in the bench-
mark. This is an indication that controlling the k via a
ratio k/n is an adequate approach.

7 CONCLUSION

This paper presented an implementation of variables
of type “sequence of integers” that is suited for declar-
ative local search frameworks that manipulate con-
cepts such as variable and invariants, also known as
Constraint-Based Local Search. The goal is to effi-
ciently represent and apply global moves such as the
ones applied in vehicle routing, and to communicate
such moves in a concise way to invariants, so that they
can apply efficient global algorithms.

A very important open issue to validate our work
is to perform comparative benchmark between our ap-
proach and other implementations. Such benchmark
is however not easy to set up since similar tools men-
tioned in the background use different models and dif-
ferent search procedure with different trade-offs be-
tween seed and optimality. The efficiency of such tool
is somehow the product of the efficiency of the model
and the efficiency of the search procedure.

Having defined the possible updates to sequence
values, and a few global invariants, our next step will
be to extend our library of invariants with additional
global invariants operating on sequences. The trav-
elling delivery man metrics defined in (Mladenović
et al., 2013) is an example of relevant global con-
straints that can be added to our framework. Such
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extension will be of course tailored to our API, which
will force us to have quite generic implementations
that can operate on any neighbourhoods, since they
express their moves through the sequence API. Sim-
ilarly, an appropriate set of generic neighbourhoods
operating on sequences must also be proposed to
make this sequence variable fully usable. So far, only
routing neighbourhoods have been implemented.

Our sequence variable features a checkpoint
mechanism that is useful for global constraints to per-
form pre-computations. As discussed above, there are
several policies on how to manage such checkpoints.
Our framework only implements one of these poli-
cies, but other policies can be added to the engine. Be-
sides, this mechanism is restricted to sequence vari-
ables. It should be made pervasive in the model, so
that invariants with other type of variables could also
perform such pre-computations.

This new variable type will be included in the
CBLS engine of OscaR 4.0 to be released in Spring
2017 (OscaR Team, 2012). With this additional
type of variable, we hope that OscaR.cbls will be
even more appealing both to users that benefit from
highly efficient global constraints in a declarative lo-
cal search engine, and to researchers who aim at de-
veloping new global constraints and will benefit from
the whole environment of OscaR.cbls, so they can fo-
cus on their own contribution. This implementation
will also offer a common benchmarking environment
to compare the efficiency of e.g. global constraints
within a standard setting.
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Abstract: This paper analyzes the optimal capacity expansion strategy in terms of machine requirement, labor force, and
work shifts when the demand is deterministic and uncertain in the planning horizon. The use of machines of
different technologies are considered in the capacity expansion strategy to satisfy the demand in each period.
Previous work that considered the work shift as a decision variable presented an intractable nonlinear mix-
integer problem. In this paper we reformulate the problem as a MILP and propose a robust approach when
demand is uncertain, arriving at a tractable formulation. Computational results show that our deterministic
model can find the optimal solution in reasonable computational times, and for the uncertain model we obtain
good quality solutions within a maximum optimal gap of 10−4. For the tested instances, when the robust
model is applied with a confidence level of 99%, the upper limit of the total cost is, on average, 1.5 times the
total cost of the deterministic model.

1 INTRODUCTION

When a manufacturing industry faces a scenario of
increasing demand in the long term and its facilities
are close to maximum capacity, the how to expand its
production capacity is a key decision. Strategic ca-
pacity expansion should determine the level of differ-
ent production factors over time, such as the number
of machines and workers needed to satisfy the pro-
duction requirement. The objective of this paper is
to determine the optimal capacity expansion strategy
that minimizes the machinery investment cost, the la-
bor cost, the production cost, and the idle capacity
cost over a defined planning horizon, when the future
demand is uncertain and there is no knowledge of its
distribution. The decision variables are (i) the pro-
duction requirements needed to satisfy the demand
in each period, (ii) the number of machines of each
technology needed, (iii) the work shifts necessary to
cover the production requirement, and (iv) the work-
ers needed to perform the number of shifts. This con-
siders simultaneously the machine requirement plan-
ning (MRP) and the strategic capacity planning under
uncertainty.

In this paper, we developed a multi-item, and
multi-period model with technology mixture that de-
termines the optimal expansion strategy considering
the machine numbers of each technology, labor, and
work shifts needed to satisfy the demand. We consid-

ered two different cases: when the demand is deter-
ministic and when it is uncertain. For the first case, we
formulated a mixed integer linear program (MILP),
which can be solved efficiently with a mixed-integer
solver. Then, we incorporated the demand uncertainty
into the deterministic model, following a robust ap-
proach that considers the best worst case and a non-
anticipativity constraint. In this formulation, flexi-
bility is provided to the model via a box-type uncer-
tainty set obtaining a robust model with adjustable ro-
bustness; the non-anticipativity constraints, to make
the problem tractable, are represented by affine de-
cision rules. The model with demand uncertainty is
also an MILP and can be solved with a mixed-integer
solver. We used both models to evaluate the impact of
a technology mixture in the capacity expansion strat-
egy. We considered three types of technology that dif-
fer in terms of production rate, worker requirements,
investment cost and production cost.

The main contributions of this work are: (i) An
efficient formulation of a strategic capacity expansion
model that considers the work shifts as a decision
variable; and (ii) the inclusion of the uncertain nature
of the demand in the model under a robust approach.

The rest of this paper is structured as follows. In
Section 2, a brief literature review is presented, and
then, in Section 3 we present the model formulation
for the two cases, when the demand is deterministic
and when the demand is uncertain. In Section 4, we
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report our computational results, and finally, in Sec-
tion 5 we conclude and present future extensions to
this work.

2 RELATED WORK

A strategic capacity expansion problem consists of
defining the expansion sizes and expansion timing in
order to meet the incremental demands within a long-
term planning horizon. The objective is to minimize
the total costs with respect to the expansion process
(Luss, 1982). On the other hand, machine require-
ment planning (MRP) can be defined as the specifi-
cation of the number of each type of machine needed
in each period for a productive process (Miller and
Davis, 1977).

A comprehensive review of the strategic capac-
ity expansion problem can be found in Luss (1982),
Van Mieghem (2003), Wu et al. (2005), Julka et al.
(2007), and Geng et al. (2009) and a more recent
review in Martı́nez-Costa et al. (2014). In particu-
lar, Martı́nez-Costa et al. (2014) described the major
decisions and conditioning factors involved in strate-
gic capacity planning. They classified the strategic
capacity expansion models according to the number
of sites involved in the expansion process (a single
or multiple sites), the type of the capacity expansion
considered (expansion by investing/purchasing, out-
sourcing/subcontracting, reduction and replacement),
whether the uncertainty of the parameters is consid-
ered in the problem formulation, and finally, the type
of mathematical programming model and its solution
procedure.

Our model corresponds to a single-site and multi-
item capacity expansion problem under uncertain de-
mand. We consider that capacity expansion can be
achieved through machine acquisition and / or by us-
ing a flexible workforce in terms of increasing or de-
creasing the number of shifts. In this sense, the tra-
ditional structure of the strategic capacity expansion
problem does not consider the relationship between
the workforce planning and capacity acquisition de-
cisions. This is related to the natural separation be-
tween strategic and tactical decision making. How-
ever, when these decisions are addressed separately,
sub-optimal solutions are frequently the result. Since
workforce flexibility and capacity acquisition can rep-
resent substitutable magnitudes, flexible workforce
options could be also considered as a means of in-
creasing capacity. In particular, for capital intensive
companies, the implementation of one or more shift is
an additional tool that managers can use to increment
capacity continuously, avoiding the huge investment

cost related to equipment acquisition.
To the best of our knowledge, only Fleischmann

et al. (2006), Bihlmaier et al. (2009), and Escalona
and Ramı́rez (2012) considered the workforce in their
strategic capacity planning. Fleischmann et al. (2006)
studied a multi-site and multi-item strategic capac-
ity model with machine replacement and overtime as
a means to meeting demand. They considered the
same average cost for any overtime, such as prolonga-
tion of a shift, weekend shifts, night shifts, or regular
third shifts. The model is formulated as an MILP and
solved directly using CPLEX. Bihlmaier et al. (2009)
analyzed a multi-site and multi-item strategic capac-
ity model without machine replacement that inte-
grates tactical workforce planning via shift work im-
plementation. They consider a detailed set of shifts,
such as a late shift, night shift, Saturday shift, and Sat-
urday late shift. They presented a two-stage stochas-
tic MILP for strategic capacity planning under uncer-
tain demand that is solved by Benders decomposition.
Escalona and Ramı́rez (2012) studied the optimal ex-
pansion strategy of a process, in terms of machinery,
labor, and work shifts, through an aggregated model
without machine replacement. They considered that
in the process one, two, or three shifts can be worked
per time period. The main difficulty related to their
model is that shifts are not linear with the number of
machines and workers needed to meet the demand.
The model is formulated as a mixed integer nonlin-
ear problem and solved by complete enumeration by
fixing the shifts during the planning horizon.

Our strategic capacity model also considers un-
certain demand. Four primary approaches to consid-
ering uncertainty exist (Sahinidis, 2004), which ba-
sically comprise (i) stochastic programming, where
the uncertain parameters are considered random vari-
ables with known probability distributions; (ii) fuzzy
programming, where some variables are considered
as fuzzy numbers; (iii) stochastic dynamic program-
ming, where random variables are combined with dy-
namic programming; and (iv) robust optimization,
where the uncertainty of the parameters do not follow
a known probability distribution, and the solutions are
robust, i.e., they perform best in the worst case.

In the literature, two-stage stochastic program-
ming is a dominant approach to handling stochas-
tic capacity planning under various uncertainties
(Swaminathan, 2000), (Hood et al., 2003), (Barahona
et al., 2005), (Christie and Wu, 2002), (Karabuk and
Wu, 2003), (Geng et al., 2009), (Rastogi et al., 2011),
(Levis and Papageorgiou, 2004), and (Bihlmaier et al.,
2009). A major shortcoming of two-stage stochastic
programming is that it generates only a static capac-
ity expansion plan and neglects the dynamic adjust-
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ments based on new information when the demand is
revealed in each period. Several studies have adapted
stochastic dynamic programming to overcome this is-
sue (Rajagopalan et al., 1998), (Asl and Ulsoy, 2003),
(Cheng et al., 2004), (Li et al., 2009), (Stephan et al.,
2010), (Wu and Chuang, 2010), (Pratikakis et al.,
2010), (Chien et al., 2012), (Pimentel et al., 2013),
and (Lin et al., 2014).

In summary, few previous research studies on
strategic capacity planning considered the workforce
as a tool for increasing or decreasing capacity, and to
the best of our knowledge, no robust optimization ap-
proach exists for dealing with demand uncertainty in
strategic capacity planning.

3 MODEL FORMULATION

Consider a capacity expansion problem of a process
over a planning horizon of T (t = 1, ...,τ) periods. In
this process, I (i = 1, ...,n) items are produced, and
J ( j = 1, ...,m) technologies are available for their
production. The demand for item i in the period t
is dit . Without loss of generality, we assume that the
aggregate demand (∑i∈I dit ) will increase on the long
term, i.e., the aggregate demand follows a positive
trend.

Let ri j be the production rate of item i produced
with technology type j, and let µ̄ j be the maximum
utilization for each machine of type j that will be con-
sidered by the design requirement. In each period it is
possible to work K shifts (k = 1,2,3); in each shift the
available working time is limited by H1. The number
of shifts that will be worked in the period t is deter-
mined by the binary variable Wkt , which will be 1 if
k shifts are used in period t, else it will be 0. The
number of machines of type j needed in each shift to
satisfy the demand in period t working k turns is de-
noted by Yjkt ; the number of machines of type j that
will be acquired in period t is denoted by Vjt ; and the
number of machines available at the beginning of the
planning horizon (t = 0) is B j.

To meet the demand in each period of the planning
horizon, the capacity expansion could happen by: (i)
acquiring new machines (expansion by investment) or
(ii) modifying the number of shifts (expansion by op-
erational cost). Therefore, in each period it is possi-
ble to hire or fire workers. Let Uh jt be the number
of workers hired at the beginning of the period t to
operate machines of type j, and let U f jt be the num-
ber of workers fired at the beginning of the period t
that operated machines of type j. The workers avail-
able to operate machines of type j in the period t is
denoted by O jt , with O j0 = A j representing the work-

ers available at t = 0. The number of workers needed
to operate one machine of technology type j is repre-
sented by Ō j. Finally, the quantity of item i produced
with technology type j in each period t is represented
by the variable Xi jt .

For this problem the costs that will be considered
are: (i) the investment cost of acquiring a machine
of type j in the period t (CI jt ); (ii) the unitary labor
cost in period t (CLt ); (iii) the production cost for one
item i produced in a machine of type j in the period
t (Cpi jt ); (iv) the opportunity cost incurred by idle
capacity of technology type j (Cop jt ); and, finally,
(v) the unitary cost of hiring and firing, denoted by
Ch and C f respectively. It will be assumed that all
the mentioned costs are properly brought to present
value. A glossary of the terms used in the following
sections can be found in appendix A. For this work we
are going to consider the cost of opening or closing a
shift as negligible, even if in reality they are not cost-
free.

3.1 Deterministic Formulation

When demand is deterministic we propose the follow-
ing capacity expansion problem, denoted by (P0).

Problem (P0):

min
X,V,Y,Uh,Uf,W

TC =

{
∑
i jt

Xi jt Cpi jt+

∑
jt

Cop jt

(
B j + ∑

l=1..t
V jl −∑

k
Y jkt

)
+

∑
jt

V jtCI jt +

(
Ō j ∑

k
k Y jkt

)
CLt+

∑
jt

Uh jt Ch +∑
jt

U f jt C f

}
(1)

s.t:

∑
j∈J

Xi jt ≥ dit ∀i, t (2)

∑
i∈I

Xi jt

ri jt
≤ µ̄ j H1 ∑

k∈K
k Y jkt ∀ j, t (3)

∑
k∈K

Y jkt ≤ B j + ∑
l=1..t

V jl ∀ j, t (4)

∑
k∈K

Wkt = 1 ∀t (5)

Y jtk ≤M Wkt ∀ j, t,k (6)

∑
k∈K

k
(
Y jkt −Y j,k,t−1

)
=

Uh jt −U f jt

Ō j
∀ j, t (7)

∑
k∈K

k
(
Y jk0

)
=

A j

Ō j
∀ j (8)

X≥ 0 (9)
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Y, Uh, Uf, V ∈ Z+ (10)
W ∈ {0,1} (11)

The objective is to minimize the total cost (TC), con-
sidering the production cost, opportunity cost, invest-
ment cost, labor cost, and the cost of firing or hiring
workers. The satisfaction of demand is ensured by
(2). Constraint (3) restricts the total demanded time
by the total available time; (4) ensures that the num-
ber of machines of technology j available in the pe-
riod t is greater than the number of machines needed
to satisfy the demand assigned in that period to the
technology j. Constraints (5) and (6) ensure that the
number of work shifts used in period t are of only one
type, i.e., k = 1 or k = 2 or k = 3. Constraint (7) rep-
resents the continuity and requirement for workers in
each period t, and constraint (8) represents an initial
condition.

It is easy to show that the problem (P0) is equiv-
alent to the problem presented by Escalona and
Ramı́rez (2012) by incorporating the constraints (4)
and (5) and considering the following equivalences of
variables:

wtNN jt = ∑
k∈K

kYjkt (12)

Vjt = ND jt −ND j,t−1 (13)

ND jt = B j + ∑
l=1..t

Vjl (14)

NN jt = ∑
k∈K

Yjkt (15)

where wt is the decision variable that determines the
number of shifts needed in period t, NN jt is the num-
ber of machines of type j needed in the period t to
satisfy the demand, and ND jt is the number of ma-
chines of type j available in the period t.

3.2 Uncertain Formulation

In this paper we use a robust approach, where the un-
certainty set is defined as a box, which is a partic-
ular case of the polyhedral set (Bertsimas and Sim,
2004),(Bertsimas and Thiele, 2006), (Guigues, 2009),
and the problem is formulated as an affine multi-stage
robust model with a simplified affine policy (Lorca
et al., 2016).

Given the uncertain nature of the demand, it can-
not be predicted with exactitude. In the best scenario,
the estimate of the demand will be close to the ac-
tual value, but this will not happen frequently. The
most frequent outcome is to have a variation (delta)
between the estimate and actual demand. This delta
tends to increase as the period analyzed is further in
the future. When the variation is positive, the com-
pany over-produces, incurring a cost for not selling

the excessive units produced; this cost can be esti-
mated using the production cost or an opportunity
cost. On the other hand, if this delta is negative, the
demand cannot be completely satisfied; in this case
the cost incurred by the company is one of lost sales.
The lost-sale cost is often discussed since it can result
in a loss of profit, a loss of future clients, or the loss of
clients whose demand could not be satisfied, causing
a bad reputation and loss of confidence in the com-
pany. Taking this into consideration, a negative delta
is highly undesirable, and therefore it is fundamen-
tal to determine how to address the uncertain nature
of the demand such that this delta is non-negative (or
even 0) most of the time.

Let Dit =
{

dit | dit ∈
[
d̄it −Γd̂it , d̄it +Γd̂it

]}
be

the uncertainty set of dit , where d̄it is the nominal
value of the demand, and let Γ represent the conserva-
tiveness of the model that can be associated with the
risk factor of the companies. Denote by D the aggre-
gate uncertainty set, i.e., D = ∪

it
Dit .

Since we sought a robust model that can avoid
a negative delta, our worst case will be the one that
consider the maximum value that dit can take under
the uncertainty set Dit ; in this case this corresponds
to d̄it +Γd̂it . Therefore, the demand satisfaction con-
straint for the robust model can be written as

∑
j∈J

Xi jt ≥ d̄it +Γd̂it ∀i, t (16)

Replacing (2) in the problem (P0) by (16), we
obtain a robust model denoted by (P1). It is easily
noticed that the deterministic problem has two dif-
ferent types of decision variables: (i) strategic de-
cisions, i.e., decisions that affect the productivity in
the long term and cannot be modified at the moment
of demand realization; and (ii) operational decisions
that are made in each period and which therefore de-
pend on the realization of the demand. In the second
type we have the production quantity decision vari-
able (X). This variable has a clear dependence on
the demand realization, dependence that will be ad-
dressed via an affine decision rule of the form

X(d)i jt = χ̄i jt +λi j

t

∑
τ=1

(
diτ− d̄iτ

)
, (17)

where the first term (χ̄i jt ) represents the nominal value
of the quantity of item i to be produced in period t
with machines of type j, and λi j is the percentage of
the accumulated over-demand assigned to the item i
and machines of technology j. Taking the definition
of the uncertain set (D) and the affine decision rules
defined by (17) and incorporating them in problem
(P0), we obtain our affine multi-stage robust model
denoted by (P2).
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Problem (P2):

min
χ̄,V,Y,Uh,Uf,W,λ,Z

{
Z +∑

jt
V jtCI jt+

∑
jt

Cop jt

(
B j + ∑

l=1..t
V jl −∑

k
Y jkt

)

+∑
jt

(
Ō j ∑

k
k Y jkt

)
CLt+

∑
jt

Uh jt Ch +∑
jt

U f jt C f

}
(18)

s.t: (4), (5), (6), (7), (8), (9), (10), (11)

∑
j∈J

(
χ̄i jt +λi j

t

∑
τ=1

(
diτ− d̄iτ

)
)
≥ dit ∀i, t,d (19)

∑
i∈I

χ̄i jt +λi j ∑t
τ=1
(
diτ− d̄iτ

)

µ̄ jH1ri jt
≤ ∑

k∈K
k Y jkt ∀ j, t,d (20)

∑
i jt

(
χ̄i jt +λi j

t

∑
k=1

(
dik− d̄ik

)
)

Cpi jt ≤ Z ∀d (21)

∑
i j

λi j = 1 (22)

Z ∈ℜ+,λ ∈ [0,1] (23)

We created the auxiliary variable Z in constraint
(21) to denote the worst-case production cost. Con-
straints (19) and (20) are obtained by replacing the
variable X in constraints (2) and (3) by the affine de-
cision rule (17).

Making some straightforward arrangements, and
taking into consideration that constraints (19)-(21)
are robust constraints that should hold for all d ∈ D,
which is equivalent to maximizing each constraint
over the uncertainty set D, it is possible to replace
constraints (19)–(21) with the following set of con-
straints:

∑
j

χ̄i jt ≥ Γt d̂it

(
1−∑

j
λi j

)

+∑
j

λi j

t−1

∑
τ=1

Γτd̂iτ + d̄it ∀i, t

(24)

∑
i

χ̄i jt

ri jt
+∑

i

(
λi j

ri jt

t

∑
τ=1

Γτd̂iτ

)
≤ µ̄ jH1 ∑

k∈K
k Y jkt ∀ j, t

(25)

∑
i jt

χ̄i jtCpi jt +∑
it

(
Γt d̂it

T

∑
k=t

∑
j

Ci jkλi j

)
≤ Z (26)

With these replacements, we obtained a MILP that
considers the uncertain nature of the demand and that
can be solved by a MIP solver in reasonable compu-
tational time. Note that if Γt = 0, the solution is equal
to the problem (P0) (the nominal problem).

4 COMPUTATIONAL STUDY

The computational study was developed with the fol-
lowing objectives: (i) evaluate the computational per-
formance (in terms of CPU time) of the proposed
model compared with that presented in the literature;
(ii) analyze the behavior of the total cost to changes of
Γ, i.e., analyze how the total cost grows as more de-
mand (over its expected value) is considered; and (iii)
test the applicability of our model in an industrial-size
example. Since problems (P0) and (P1) are particular
cases of (P2), we will only analyze (P2).

All experiments were performed with an AMD A6
2.0 GHz processor with 6 GB RAM memory, and the
models were solved using CPLEX 12.6.

4.1 Industrial Size Example

We implemented our model using the information
presented by a cosmetic company about a packaging
process, in particular a sachet filling one, of four items
that have high growth potential in the long term. For
this process, three types of technology were evalu-
ated. These technologies differ in (i) investment cost,
(ii) unitary production cost, and (iii) workers required
to operated one machine. For this implementation, we
considered a time horizon of ten periods with each pe-
riod being one year.

The cosmetic company provided the demand fore-
cast for each item, i.e., the nominal value of the de-
mand and the standard deviation of the forecast er-
ror. For each item and each period, the company
treated the uncertainty through reliability intervals of
the form F̂it ±σitZ1− α

2
, where F̂it is the demand fore-

cast for the item i at period t, Z1− α
2

is the quantile
associated with a confidence level of 1−α, and σit
corresponds to the standard deviation of the forecast
error for item i at period t. Note that for this reliability
interval, the company assumed that the forecast errors
are Gaussian white noise.

Treating the demand uncertainty via re-
liability intervals can be easily related to
the demand uncertainty set defined in Sec-
tion 3.2 through the following relationships
d̄it = F̂it , Γ = Z1− α

2
, and d̂it = σit , ∀i ∈ I, t ∈ T .

Therefore, the demand uncertainty set to be
used in this illustrative example is of the form
Dit =

{
dit | dit ∈

[
F̂it −Z1− α

2
σit , F̂it +Z1− α

2
σit

]}
,

where Z1− α
2
∈ {0, 0.25,0.52, 0.84, 1.28, 1.64,

1.96, 2.33, 2.58, 3.29}, which corresponds to
confidence levels of 0%, 20%, 40%, 60%, 80%,
90%, 95%, 98%, 99%, and 99.9%, respectively.
Each problem has 343 variables (133 continuous,
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180 integer, and 30 binary variables) and 235 linear
constraints.

For this computational study we considered the
following set of parameters:

• Demand: The nominal value of demand and the
standard deviation of the forecast error are pre-
sented in Table 2 and Table 3 in B.

• Production rate (ri j): The production rate is the
same for each type of technology, i.e., ri j =
ri, ∀ j ∈ J, r1 = 120, r2 = 170, r3 = 400, and
r4 = 600.

• Maximum utilization (µ j): µ1 = 0.8, µ2 = 0.9,
µ3 = 0.98.

• Available time per shift (H1): 2080[hours].

• Number of workers needed per machine of tech-
nology j (Ō j): Ō1 = 3, Ō2 = 2, and Ō3 = 1.

• Investment cost (CI jt ): CI jt =CI j1(1.15)1−t ,∀t =
{2, ...,T}, with CI1,1 = $25000, CI2,1 = $50000,
and CI3,1 = $75000.

• Opportunity cost (Cop jt ): Cop jt = CI jt f , ∀ j ∈
J,∀t ∈ T , where f represents the relation between
the useful life and the depreciation time of the ma-
chine, and corresponds to 0.10.

• Annual labor cost per worker (CLt ):
CLt = CL1(1.15)1−t ,∀t = {2, ...,T}, with
CL1 = $16032.

• Unitary production cost (Cpi jt ): The produc-
tion cost will depend only on the type of
technology, i.e., Cpi jt = Cp jt , ∀i ∈ I, Cp jt =

Cp j1(1.15)1−t , ∀ j ∈ J,∀t = {2, ...,T}, with
Cp1,1 = $1, Cp2,1 = $0.75, and Cp3,1 = $0.5.

• Unitary firing and hiring cost: Ch = $500 and
C f = $4500.

• Initial conditions: The number of workers and
machines available at the beginning of the plan-
ning horizon, for each technology, are 0, i.e.,
B j = A j = 0, ∀ j ∈ J.

4.2 Results of the Industrial Size
Example

The expansion route for this problem involves differ-
ent shifts and the use of only one type of technol-
ogy. According to the results, the technology type se-
lected is, regardless of the value of α, the one with the
highest investment cost but with the lowest produc-
tion cost and fewest required workers (type 3). The
nominal total cost for the expansion under determin-
istic demand (1−α = 0) is $8152716. In Figure 1 we

0 0.2 0.4 0.6 0.8 1
1

1.2

1.4

1.6

1−α

Total Cost

Figure 1: Total cost behavior.

show the proportion of the total cost over the nominal
cost for each value of 1−α.

From Figure 1 we observe that the total cost in-
creases exponentially when more variable demand is
considered, and therefore each percentage increase is
more expensive than the previous one; for example, if
a reliability level (1−α) of 0.9 is selected, i.e., the de-
mand can be satisfied 95% of the time, the total cost
increases to 1.3 times the nominal cost, but if the reli-
ability level selected is 0.99 ,the total cost increases to
1.48 times the nominal cost. Figure 2 presents the ex-
pansion route in terms of shifts, total number of ma-
chines, and total number of workers needed in each
period for four different instances. In all instances,
we observed that the shifts changed along the plan-
ning horizon, and that an operational expansion (in-
creasing the number of shifts) is always preferred be-
fore realizing an investment; with this is possible to
determine that is more advisable to expand via shifts
before purchasing more machines. Therefore, if the
shifts are considered fixed, it is possible to arrive at
sub-optimal solutions.

4.3 Sensitivity Analysis

To analyze the impact of the parameters in the ex-
pansion strategy, we developed a sensitivity analy-
sis, where the following parameters were varied: (i)
investment cost, (ii) operational cost, and (iii) num-
ber of workers. For each one the technology mixture
and the shifts structure will be analyzed considering a
confidence level of 0.9, i.e., Γ = Z0.95 = 1.64. The
shifts structure will be considered as the aggregate
number of shifts along the planning horizon (ANS),
i.e., ANS= ∑t,k kWkt .
Investment Cost. The investment cost of the actual
selected technology type ( j = 3) was increased until it
is not selected anymore. This increase was measured
with respect to technology type 1. Figure 3 shows
the technology mixture versus the investment cost of
technology type 3, (a) when the operational costs are
different for each type of technology and (b) when
they are the same.

From Figure 3 is possible to observe a gradual
transference from machines of technology type 3 to
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(b) 1−α = 0.8 (Γ = 1.28)
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(c) 1−α = 0.95 (Γ = 1.96)
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(d) 1−α = 0.999 (Γ = 3.29)
Figure 2: Expansion route by Γ.

machines of technology type 2. Note that this trans-
ference happens sooner when the operational costs are
the same for all the technologies. In particular, from
Figure 3(a), total transference is achieved when the
investment cost of technology type 3 is at least 131
times CI1, and from Figure 3(b), total transference is
achieved when the investment cost of the machines of
type 3 is 14 times the investment cost of machines of
type 1.

We observe that the ANS increases when the in-
vestment cost increases. This behavior can be ex-
plained for two cases, when the rise of the invest-
ment cost (i) does not induce technology mixture, and
(ii) when it does induce technology mixture. Figure
4 shows the behavior of the cost equilibrium under
varying investment cost for both cases.

When the increase in the investment cost does not
induce technology mixture (Figure 4(a)), the aggre-
gate investment cost curve moves upwards and the
aggregate labor cost stays unchanged. This implies
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Figure 3: Sensitivity to investment cost.
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(a) Without technology
mixture

ANSB ANSB′

B C

B′

(b) Under technology mix-
ture

Figure 4: Equilibrium dynamic under investment cost vari-
ation.

that the equilibrium moves from point A to point A′,
resulting in a higher cost and a higher ANS. In the
second case, when the increase in the investment cost
induces technology mixture (Figure 4(b)), the curve
dynamic can be explained in two stages: (i) the aggre-
gate investment cost increases and (ii) the aggregate
labor cost also simultaneously increases; with this the
equilibrium moves from point B to point C and finally
to point B′. Note that, since in this case the aggregate
investment cost increases significantly more than the
labor cost, the new equilibrium achieved at point B′

implies a higher cost and a higher ANS.
Operational Cost. The operational cost of the actual
selected technology ( j = 3) was increased until the
model stopped selecting it. This increase was mea-
sured with respect to technology type 1. Figure 5
shows the technology mixture under varying produc-
tion cost.

From Figure 5, it is possible to observe a gradual
transference from machines of technology type 3 to
machines of technology type 2. When the operational
cost of the machines of type 3 is 1.19 times that of ma-
chines of type 2, the technology transference is total.
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Figure 5: Sensitivity to operational cost.

We also observed that without technology mixture the
ANS does not change.
Number of Workers. Similar to the previous anal-
ysis the number of workers required for technology
type 3 was increased until the technology transfer-
ence was total. The resulting technology mixture is
presented in Figure 6, (a) when the operational costs
are different for each type of technology and (b) when
they are the same.
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Figure 6: Sensitivity to required number of workers.

From Figure 6 it is possible to observe a grad-
ual transference from machines of technology type
3 to machines of technology type 2. Note that this
transference starts when both technologies require the
same number of workers, and is more drastic when
the operational cost is the same for all the technolo-
gies (Figure 6(b)).

In this analysis is also possible to note a relation-
ship between the number of workers and the ANS. An
increase in the number of workers implies a decrease
in the ANS. Two cases can be recognized: when the
rise in the number of workers (i) does not induce tech-
nology mixture, and (ii) when it does induce technol-
ogy mixture. Figure 4 shows the behavior of the cost
equilibrium under a variation of the workers require-
ment for both cases.

ANSD′ ANSD

D′

D

(a) Without technology
mixture

ANSF ′ ANSF

F ′

F

E

(b) Under technology mix-
ture

Figure 7: Equilibrium dynamic under variation in the re-
quired number of workers.

When the increase in the number of workers does
not induce technology mixture (Figure 7(a)), the ag-
gregate labor cost curve moves upwards and the ag-
gregate investment cost stays unchanged. This im-
plies that the equilibrium moves from point D to point
D′, resulting in a higher cost with a lower ANS. In
the second case, when the increase in the number
of workers induces technology mixture (Figure 7(b)),
the curve dynamic can be explained in two stages: (i)
the aggregate labor cost increases and (ii) the aggre-
gate investment cost simultaneously decreases; with
this the equilibrium moves from point E to point F
and finally to point E ′. Note that the aggregate la-
bor cost varies significantly more than the investment
cost and the new equilibrium is achieved at point E ′,
implying a higher cost and a lower ANS.

For this industrial-size example, on average, 90%
of the cost can be explained as operational. Therefore,
when the operational costs are the same for all types
of technology, the technology mixture is more sen-
sitive under variation of the investment cost or num-
ber of workers. From the sensitivity analysis, we ob-
served that (i) the optimal capacity expansion strategy
is more sensitive to the cost that has more influence
over the total cost, (ii) the required number of work-
ers is always an important decision factor even when
the labor cost represents less than 10% of the total
cost, and (iii) the ANS has a direct relationship with
the investment cost and an inverse one with the labor
cost.

4.4 Computational Performance

To evaluate the computational performance of our
model and to cover a wide range of data, we generated
a set of 180 problems, each one randomly generated
around a base case with 10 different items, 5 types of
technologies, and a planning horizon of 10 periods,
with each problem having 881 variables (551 contin-
uous, 300 integer, and 30 binary variables) and 412
linear constraints. Figure 8 shows the computation
times in log2(sec) for all instances. In the abscissa
the cumulative percentage of instances is presented.
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Figure 8: Computation Times.

Figure 8 shows that we observed reasonable com-
putation times; 80% of the instances were solved in
less than 10 seconds and 94% of the instances were
solved in less than 100 seconds, with a geometric
mean of 2.8 seconds. The nominal problem of this
instances where solved with the formulation and algo-
rithm presented in Escalona and Ramı́rez (2012) ob-
taining an average computational of 584585 seconds
to arrive at the optimal solution, therefore our formu-
lation has an average speedup of 25175x.

5 CONCLUSION

In this paper, we develop a capacity expansion model
for multi-product, multi-machine manufacturing sys-
tems with uncertain demand. At first, a linear deter-
ministic model is presented and later the demand un-
certainty is incorporated using a robust approach for-
mulating an affine multi-stage robust model. In con-
trast with most of the works presented in the literature,
our model considers the shifts as a decision variable,
allowing more flexibility in the type of expansion that
can be used.

For instances that consider a planning horizon of
10 periods, 10 items, and with 5 types of technologies
available, the computation times prove to be reason-
able ones with times below 100 seconds for most of
them (94%), and therefore our model performs bet-
ter than the one presented in the literature, having an
average speedup of 25175x.

From the instances that we tested, we observed the
following managerial insights:

• Fixing beforehand the number of shifts to work
along the planning horizon can take us to sub-
optimal solutions.

• The technology mixture is most sensitive to the re-
quired number of workers and to the most impor-
tant cost.

• There exists an inverse relationship between la-
bor cost (number of workers) and the aggregate
available time and a direct relationship between
investment cost and the aggregate available time.

• The operational cost by itself does not change
the aggregate available time; in fact, if there is
no change in the investment cost and number of
workers, then the aggregate available time does
not change, i.e. the available time, and there-
fore the work shifts routed along that planning
horizon, depend only on the investment and labor
costs.

An interesting discussion that escaped the scope
of this work is the analysis of some costs, such as the
cost incurred when opening or closing a shift and the
opportunity cost which can be determined following
business logic instead of the accounting logic used in
this work.

Possible extensions of this problem that can be
considered are (i) the use of a scenario approach
with multi-stage programming (Ben-Tal et al., 2009),
(Shapiro, 2009), (ii) the use of CVaR∆ to minimize
the variability of the solution (Rockafellar and Urya-
sev, 2000), (Pflug, 2000), (Rockafellar et al., 2006)
instead of cost minimization, and (iii) considering un-
certainty of other parameters such as the maintenance
times, production rates, costs, and/or available times.
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APPENDIX

A Glossary of Terms
Table 1: Glossary of terms.

Sets Definition
I Set of items indexed by i
J Set of type of machines indexed by j
T Set of periods indexed by t
K Set of number of shifts indexed by k, with k = 1,2,3

Parameters
Cpi jt Unitary production cost for item i produced with a machine of type j in period t
CI jt Investment cost of a machine of type j in period t

Cop jt Opportunity cost for a machine of type j in period t
CLt Unitary labor cost in period t
Ch Hiring cost
C f Firing cost
B j Number of machines of type j available at the beginning of the planning horizon
A j Number of workers available to operate the machines of type j at the beginning of the planning horizon
dit Demand realization of item i in period t
d̄it Nominal demand of item i in period t
d̂it Maximum perturbation for the demand of item i in period t
ri jt Production rate of items i with machine of type j in period t
µ̄ j Maximum utilization of machines type j
H1 Available working time for each work shift
M A big enough number
Ō j Number of workers needed to operate one machine of type j
Γ Level of conservativeness of the model
F̂it Demand forecast of the item i at period t
σit Standard deviation of the forecast error for item i at period t

Variables
Xi jt Number of items i produced with machines of type j in period t
Vjt Number of machines of type j bought in period t
Yjkt Number of machines of type j needed in each shift to satisfy the demand in period t, working k shifts
Wkt 1 if k shifts are worked in period t, 0 otherwise

Uh jt Number of workers hired in period t to work machines of type j
U f jt Number of workers fired in period t that worked machines of type j
wt Number of shifts to work in the period t

NN jt Number of machines of type j needed at period t to satisfy the demand
ND jt Number of machines of type j available at period t
λi j Percentage of the accumulated over-demand assigned to the item i and machine j
χ̄i jt Nominal quantity of item i to be produced in period t with machines of type j
Z Worst case production cost.

B Data for Illustrative Example

Table 2: Demand forecast of the item i at period t.
X̂it [∗103units]

i
t 1 2 3 4 5 6 7 8 9 10

1 100 111 122 138 177 236 330 411 483 605
2 328 420 549 662 788 950 1091 1479 1651 1830
3 367 470 650 762 1021 1140 1293 1736 2227 3111
4 180 226 308 391 523 686 942 1089 1452 1815

Table 3: Standard deviation of the forecast error for item i at period t.
σit [∗102]

i
t 1 2 3 4 5 6 7 8 9 10

1 30 44 53 70 99 179 292 416 515 858
2 83 130 210 343 532 823 1051 1771 2740 3823
3 142 243 468 747 1126 1335 1829 2590 4040 7805
4 67 96 155 236 423 742 1232 1685 3088 5054

Strategic Capacity Expansion of a Multi-item Process with Technology Mixture under Demand Uncertainty: An Aggregate Robust MILP
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Abstract: Data clustering aims to organize data and concisely summarize it according to cluster prototypes. There are 
different types of data (e.g., ordinal, nominal, binary, continuous), and each has an appropriate similarity 
measure. However when dealing with mixed data set (i.e., a dataset that contains at least two types of data.), 
clustering methods use a unified similarity measure. In this study, we propose a novel clustering method for 
mixed datasets. The proposed mixed similarity measure (MSM) method uses a specific similarity measure 
for each type of data attribute. When computing distances and updating clusters’ centers, the MSM method 
merges between the advantages of k-modes and K-means algorithms. The proposed MSM method is tested 
using benchmark real life datasets obtained from the UCI Machine Learning Repository. The MSM method 
performance is compared against other similarity methods whether in a non-evolutionary clustering setting 
or an evolutionary clustering setting (using differential evolution). Based on the experimental results, the 
MSM method proved its efficiency in dealing with mixed datasets, and achieved significant improvement in 
the clustering performance in 80% of the tested datasets in the non-evolutionary clustering setting and in 
90% of the tested datasets in the evolutionary clustering setting. The time and space complexity of our 
proposed method is analyzed, and the comparison with the other methods demonstrates the effectiveness of 
our method. 

1 INTRODUCTION 

Unsupervised clustering aims to extract the natural 
partitions in a dataset without a priori class 
information. It groups the dataset observations into 
clusters where observations within a cluster are more 
similar to each other than observations in other 
clusters (Bhagat et al., 2013; Tiwari and Jha, 2012). 
The K-means clustering algorithm is efficiently used 
when processing numerical datasets, where means 
serve as centers/centroids of the data clusters. In the 
K-means algorithm, observations are partitioned into 
K clusters where an observation belongs to the 
cluster with the closest mean (i.e., centroid) 
(Serapião et al., 2016). When dealing with 
categorical data (Bai et al., 2013; Kim, 2008), K-
modes (Ammar and Lingras, 2012) and K-medoids 
(Mukhopadhyay and Maulik, 2007) clustering 
algorithms are used instead of K-means. In the K-
modes algorithm, modes replace means as the 
dissimilarity measure and it uses a frequency based 
method to update modes during the clustering 

process. On the other hand, K-medoids algorithm 
computes a cluster medoid instead of computing the 
mean of cluster. A medoid is a representative 
observation in a cluster, where the sum of distances 
to other observations in the cluster is minimal 
(Mukhopadhyay and Maulik, 2007).  

There are four main types of data attributes, 
which are nominal, ordinal, binary, and numerical.  
Ordinal and nominal attributes are used to describe 
categorical data. Nominal attributes are used for 
labeling variables without any quantitative value. 
Nominal attributes are mutually exclusive (no 
overlap) and none of them have any numerical 
significance such as name, gender, and colors. 
Ordinal data attributes have ordered values to 
capture importance and significance, but the 
differences are not quantified such as (excellent, 
very good, good and bad) and (very happy, happy, 
and unhappy). Numerical data attributes can be 
either discrete or continuous (e.g., temperature, 
height and weight). Distance or similarity measures 
are used to solve many pattern recognition problems 
such as classification, clustering, and retrieval 
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problems (Cha, 2007). A distance is mathematically 
defined as a quantitative degree of how far apart two 
data points are. The choice of distance/similarity 
measures depends on the type of data attributes in 
the processed dataset.  

Most of the traditional clustering models are 
built to deal with either numerical data or categorical 
data. However in the real world, the collected data 
often have both numeric and categorical attributes 
(i.e., a mixed dataset). Thus it’s hard to apply 
traditional clustering algorithm directly to such 
mixed datasets. When it comes to dealing with 
mixed datasets, previous work adopted two 
approaches. The first approach unified the used 
similarity measure when dealing with mixed datasets 
(e.g., Parameswari et al., 2015; Shih et al., 2010 and 
Soundaryadevi and Jayashree, 2015). It converts the 
mixed dataset either to pure numerical data or to 
pure categorical data using a pre-processing step 
before applying the clustering algorithm.  
Unfortunately, this approach is not practical because 
there are data instances where the conversion does 
not give meaningful numerical data. Furthermore, 
this conversion may lead to loss of information. The 
second approach divides the original dataset into 
pure numerical and categorical dataset (e.g. Asadi et 
al., 2012; Ahmad, 2007; Shih et al., 2010; 
Mutazinda et al., 2015; and Pinisetty et al., 2012). 
The appropriate clustering algorithms are used to 
produce corresponding clusters for these pure 
datasets. The clustering results on the categorical 
and numerical datasets are then combined as a 
categorical dataset on which a categorical data 
clustering algorithm is employed to get the final 
output. This approach suffers from excessive 
complexity through the implementation, especially 
in the case of dealing huge/large dataset.  

Recently, researchers have given much attention 
to distance learning metric for semi-supervised 
clustering algorithms (e.g. Relevant Component 
Analysis, Discriminative Component Analysis) at 
handling mixed/or complicated datasets (Kumar and 
Kummamuru, 2008; Baghshah and Shouraki, 2009). 
Semi-supervised learning clustering algorithms 
partition a given dataset using additional supervisory 
information (Kumar and Lingras, 2008). The most 
popular form of supervision used in this category of 
clustering algorithms is in terms of pairwise 
constraints. Learning in a distance metric is 
equivalent to finding a rescaling of a given dataset 
by applying the standard Euclidean metric (Xing, 
2003). Distance learning metric is mainly processed 
for semi-supervised clustering algorithms and also 

suffers from exaggerated complexity through the 
implementation. 

To overcome the previous limitations, we 
introduce a novel clustering method for the mixed 
datasets. The proposed mixed similarity measure 
(MSM) method uses the appropriate similarity 
measure for each type of data attribute. It combines 
the capabilities of the K-modes and K-means 
algorithms when computing distances and updating 
centers for the clusters. The proposed MSM method 
is tested using six benchmark real life datasets 
obtained from the UCI Machine Learning 
Repository (Blake and Merz, 1998), and it achieved 
a significant improvement in the clustering 
performance in a non-evolutionary clustering setting 
and in an evolutionary clustering setting. The time 
and space complexity of our proposed method is 
analyzed, and the comparison with the other 
methods proves the effectiveness of our method. 

The rest of the paper is organized as follows. 
Section 2 introduces some related works and a 
background to K-means, K-modes algorithms, and 
differential evolution. Section 3 presents the 
proposed MSM method. Section 4 illustrates the 
differential evolution MSM setting. Section shows 
the experimental results and analyses. Section 6 
concludes the work and discusses future works.  

2 BACKGROUND 

In this section, we cover preliminary concepts 
needed in our work. These preliminary concepts are 
the clustering problem, K-means and K-modes 
clustering algorithms, and differential evolution 
algorithm. 

2.1 Clustering Problem  

Formally, a clustering problem is represented as an 
optimization problem as follows: 

ఓ,݊݅ܯ ,ሺμܨ ܼሻ ൌ  ߤ	݀൫ݖ, ൯ݔ 			1  ݅  ݊, 1  ݆	  ݇



ୀଵ



ୀଵ

 ሺ1ሻ

where n is the number of data points, k is the 
number of data clusters, and µij  is a membership of 
ith   data observation to cluster j (i.e.  ݆݅ߤ takes binary 

values in crisp case). ݀൫ݖ,  ൯ is the matchingݔ
distance measure between data point xi and data 
cluster center zj . 
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2.2 K-Means Clustering Algorithm 

The K-means algorithm is a widely used clustering 
algorithm for numerical data sets because of its 
simplicity (Bai et al., 2013). K-means algorithm 
searches for nearly optimal partitions with a fixed 
number of clusters. The algorithm aims to minimize 
total distances between data points and centers (Wu 
et al., 2008) where 

݀൫ݖ, ൯ݔ ൌ 	 ฮ࢞ െ	ࢠฮ

 (2)

is the distance measure between data point xi and 
data cluster center zj. The steps of K-means 
clustering algorithm are as follows (Kim and 
Hyunchul, 2008): 

1: Randomly initialize centers for the k clusters 
2: Each data point is assigned to the cluster with the nearest 

center (Eq. 2). 
3: Update the center of each cluster. 
4: Repeat steps 2 and 3 until the clusters’ centers stop changing 

or other stopping criteria are met. 
Procedure 1: Steps of K-Means algorithm. 

In step 3, the jth cluster center is updated by 
taking the mean of data observations which are 
grouped in cluster j in step 2. 

2.3 K-Modes Clustering Algorithm 

K-modes clustering algorithm extends the K-means 
algorithm to cluster categorical data (Gibson et al., 
1998), by replacing means of clusters by modes. K-
modes algorithm uses a simple matching distance 
(Aranganayagi and Thangavel, 2009), or a hamming 
distance when measuring distances between data 
observations. To understand the matching distance 
measure, let x and y be two data observations in D 
dataset and L be the number of attributes in a data 
observation. The simple matching distance measure 
between x and y in D is defined as:  

݀	ሺݔ, ሻݕ ൌ 	ߜሺݔ, ሻݕ


ୀଵ

 (3)

where  ߜሺݔ, ሻݕ ൌ 	ቐ
ݔ		݂݅							0 ൌ 	 	ݕ

݁ݏ݅ݓݎ݄݁ݐ		݂݅							1						
			 . 

The steps of the k-modes clustering algorithm is 
similar to the k-means algorithm (Procedure 1), 
except that the center of cluster is updated according 
to the following equation:   

ݖ ൌ 	ܽ 	∈ ,			ሻܣሺ	ܯܱܦ 	ݎ ∈ ݊ (4)
where ݖ represents the new updated value of cluster 
j in the ݈௧ attribute, and ܽ	is the value of the data 

observation r which has the most frequent value in 
the ݈௧ attribute for the data observations within 
cluster j. With respect to ܣ,  it expresses all the 
possible values which can be taken by the attribute 
݈	and DOM is a domain of this attribute.  ݊ is the 
total number of data observations in cluster j. 

2.4 Differential Evolution 

Differential evolution (DE) is a population-based 
global optimization algorithm that uses a real-coded 
representation (Saha et al., 2010). DE belongs to the 
class of genetic algorithms since it uses selection, 
crossover, and mutation operators to optimize an 
objective function over the course of successive 
generations (Suresh et al., 2009).  The DE operators 
are as follow: 
1. Mutation operator: In generation t, let ܺ,௧ be the 

ith solution vector in the population of size NP 
(i.e., ݅ ∈ ሾ1, 2, … , ܰܲሿ).  For each solution vector 
ܺ,௧, a mutant vector ܸ,௧ାଵ	is generated using three 

randomly picked solutions from the population 
using the following equation: 

ܸ,௧ାଵ ൌ ܺଵ,௧  ൫ܺଶ,௧ܨ െ 	ܺଷ,௧൯ (5) 

where ݎଵ, ,ଶݎ ଷݎ ∈ ሾ1, 2, … , ܰܲሿ are three mutually 
distinct random numbers and ݎଵ, ,ଶݎ 	ଷݎ ് ݅, and 
ܨ ∈ ሾ0, 2ሿ is a real number representing the 
differential weight. 
 

2. Crossover operator: Let L be the dimension of a 
solution vector and ݆ ൌ 1, 2, … ,  be the index for ܮ
the dimension. The mutant vector ܸ,௧ାଵ	and the 
target solution vector ܺ,௧	are crossed to generate a 
trial solution vector  

ܷ,௧ାଵ ൌ ൫ݑଵ,௧ାଵ, ,ଶ,௧ାଵݑ … ,  ,௧ାଵ൯ (6)ݑ

where ݑ,௧ାଵ ൌ 	 ቊ
ݎ	݂݅												,,௧ାଵݒ 		 ݆	ݎ		ܴܥ ൌ ,ሺ݅ሻ݊ݎ
ݎ	݂݅														,,௧ݔ	 		 ݆	݀݊ܽ		ܴܥ ് .ሺ݅ሻ݊ݎ

 

where ݎ 	∈ ሾ0, 1ሿ is a uniformly generated random 
number, ܴܥ	 ∈ ሾ0, 1ሿ is the crossover probability, 
and ݊ݎሺ݅ሻ ∈ ሾ1, 2, … ,  ሿ is a randomly chosenܮ
dimension  index. 

 
3. Selection operator: The trail vector ܷ,௧ାଵ is 

compared against ܺ,௧ and will replace it in the 
population if the following condition is met where 
݂ሺ. ሻ is the fitness function: 

ܺ,௧ାଵ ൌ ቊ ܷ,௧ାଵ, ݂݅ ݂൫ ܷ,௧ାଵ	൯ ൏ ݂ሺ ܺ,௧ሻ

ܺ,௧, .݁ݏ݅ݓݎ݄݁ݐ											
 (7)
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3 MSM METHOD 

The proposed MSM method is a novel clustering 
model based on using different similarity measures 
when dealing with mixed datasets. The MSM 
method has a pool of different similarity measures 
and uses them according to the type of data attribute 
under consideration. When computing distances and 
updating centroids, the MSM method merges 
between the capabilities of k-modes and K-means 
algorithms. Thus, we modify some steps in the 
traditional clustering model. Procedure 2 shows the 
steps of the MSM method. These modified steps are 
explained in details in the next sub-sections. 

1: All data elements are assigned a cluster number between 1 
and k randomly, where k is the number of clusters desired. 

2: Find the cluster center of each cluster. 
3: For each data element, find the cluster center that is closest 

to the element. Assign the element to the cluster whose 
center is closest to it. 

4: Re-compute the cluster centers with the new assignment of 
elements. 

5: Repeat steps 3 and 4 till clusters do not change or for a 
fixed number of times. 

Procedure 2: Steps of the MSM method. 

3.1 Computing Distances 

In the proposed MSM method, let A and B be two 
mixed data points with m attributes. When 
computing the distance between A and B, the MSM 
method calls the similarity measure according to the 
attribute type, and compute a sub-distance between 
the attribute in A and the same attribute in B. The 
total distance between A and B is the sum of the 
sub-distances for the m attributes. The used 
similarity measures are normalized to be in the [0, 1] 
interval as follows: 

 For ordinal data attribute 

	,ݖ ൌ 	
		,ݎ

ܯ െ 1
 (8) 

where z୧,	୬		is	the standarized value of attribute 
a୬		of the data object i,  r୧,	୬		 is	the	difference 
value before standardization, M୬		is the upper 
limit of the domain of attribute a୬. 	 

 For binary and nominal data attribute, we use the 
matching distance (Equation 3). 

 For numerical data attribute, we use the 
following equation 

zijሺnሻ ൌ
หݔ,  െ ห	,ݔ	

max ݔ െ min ݔ
 (9) 

where z୧,	୨	is the standardized difference value 
of attribute a୬		between two data objects i and 
j,  x୧,	୬	and	x୨,	୬	are the values of attribute a୬		of 
object i and j before standardization, max xn 
and min xn are the upper and lower limit of the 
domain of attribute a୬, respectively. 
 
Figure 1 shows an example of two mixed data 
points A and B. The first two attributes are 
binary and nominal, so the matching distance 
is used in measuring the distance between 
them. The third attribute is ordinal, so the sub-
distance is calculated using equation 4, where 
the domain of this attribute is from 1 to 4. The 
last attribute is numerical and has the range 
[150, 175], so the sub-distance is calculated by 
equation 6.  Finally, the total distance between 
A and B is the sum of these sub-distances, 
which will be 1.73. 

 

Figure 1: An example of calculating the distances in the 
MSM method. 

3.2 Updating Centers 

Generally speaking, the step of updating centers 
differs according to the type of data (e.g., categorical 
or numerical). Thus when updating centers, the 
proposed MSM method updates each value of 
attribute according also to the data type (see Figure 
2). If the value of attribute is numerical, then we use 
the updating rule of the k-means algorithm. 
However if the value of attribute is categorical, then 
we use the updating rule of the k-modes algorithm. 
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Figure 2: Example for updating centers in the MSM 
method. 

4 EXPERIMENTAL DESIGN 

Measuring similarity between data points is a corner 
stone in the clustering process, whether it is a non-
evolutionary clustering setting (e.g., Procedures 1 
and 2) or in an evolutionary clustering setting. Thus 
to evaluate the performance of the MSM method, we 
compared it against other existing similarity 
measures in (Boriah et al., 2008) (i.e., matching 
distance, IOF, and Eskin similarity measures) in 
addition to the scaling method in (Parameswari et 
al., 2015) assuming both the non-evolutionary and 
evolutionary settings. Evolutionary computation 
techniques play a vital role in improving the data 
clustering performance because of its ability to avoid 
falling in local optimal solutions.  

 
We use differential evolution (DE) as an 

evolutionary technique, where a similarity measure 
becomes a sub-routine used within the evolutionary 
setting. For DE with the MSM method (denoted by 

DE-MSM), procedure 3 illustrates the steps of the 
algorithm. In step 3, the initialized centers of 
clusters are randomly determined. The next steps 
represent the main part of the proposed method, 
where it starts with updating centers, then updating 
distances. The mutation and crossover operators then 
have to be applied using Equations 5 and 6, 
respectively. The resulting new individual is a 
candidate which is evaluated against its parent using 
Equation 7 to select the one with the better fitness. 
When reaching the maximum number of iterations, 
we use the accuracy measure performance (Arbelaitz 
et al., 2013) to select the best individual of the final 
population. 

For the DE, we use a population size of 100 
individuals (i.e., 100 different sets of centers), 
maximum number of iterations of 100, and 
crossover rate CR of 0.2. These parameters are 
chosen based on preliminary experiments. 

5 EXPERIMENTAL RESULTS 
AND DISCUSSIONS 

The proposed method is tested on six real-life mixed 
datasets obtained from the UCI Machine Learning 
Repository (Blake and Merz, 1998). The obtained 
results of 100 independent runs are summarized in 
table 1 for the non-evolutionary setting. Table 1 
contains the mean and standard deviation of best 
result of accuracy. We compare the MSM method 
against three similarity measures(i.e., matching 
distance, IOF, Eskin, and Scaling) already existing 
in    the    literature.    We   performed   T-test    with 

 
1: Input: D = the used dataset, K = number of data clusters, NP = population size 
2: Output: clusters assignment 

3: Add randomly initialized clusters’’ centers (i.e., individuals of population). 
4: Evaluate the fitness of all individuals. 

5: While Stopping Criterion (i.e., maximum number of iterations) is not met; do: 
6:         For each Individual Pi (i = 1 … NP) in the population, do: 

7:           a) Update centers of the k clusters. 
8:           b) Update distance between data objects and the updated centers of clusters. 
9:           c) Apply the mutation operator using Eq. 5. 

10:           d) Apply the crossover using Eq. 6. 
11:           e) Evaluate the fitness of the offspring C from parent Pi. 

12:           f) Apply selection operator to create new-population by comparing the offspring C against its parent Pi using Eq. 7. 
13:       End For 

14: End While   
15: Calculate the accuracy measure performance for every individual in the final population. 

16: Select the best solution (i.e., set of centers) which has the highest accuracy. 

Procedure 3: The DE-MSM method.
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Table 1: Mean ± standard deviation of best solution of 100 independent runs for the simple matching, IOF, Eskin, Scaling 
and the proposed MSM method.  

 Simple 
Matching 

IOF Eskin Scaling MSM T-test 

Breast Cancer 0.8128434 ± 
2.69461E-06 

0.771992 ± 
0.001752535 

0.782972 ± 
0.001451745 

0.814782 ± 
0.0027383 

0.839089 ± 
6.0179E-06 

Significant 

Zoo 0.8787367 ± 
0.000736404 

0.861041 ± 
0.000184208 

0.880504 ± 
0.00144237 

0.885224 ± 
0.0056389 

0.913004 ± 
0.000432323 

Significant 

Hepatitis 0.766462 ± 
0.000562314 

0.710596 ± 
0.003786261 

0.669242 ± 
0.00143719 

0.769892 ± 
0.0056282 

0.8187971 ± 
2.72221E-05 

Significant 

Heart Diseases 0.7520178 ± 
9.35633E-06 

0.778464 ± 
0.001182946 

0.6315967 ± 
0.000205821 

0.761143 ± 
0.00088239 

0.7953947 ± 
1.06071E-05 

Significant 

Dermatology 0.8476637 ± 
0.00152124 

0.699989 ± 
0.00055469 

0.6957118 ± 
0.000270416 

0.856321 ± 
0.0003345 

0.8424427 ± 
3.90709E-05 

Significant 

Credit 0.9043666 ± 
4.05246E-06 

0.864447 ± 
0.003066162 

0.6360959 ± 
0.001083251 

0.91882 ± 
0.0004267 

0.8960072 ± 
1.21558E-05 

Significant 

 
confidence level 0.05 to illustrate the statistical 
significant of the results obtained by the MSM 
method and the second best similarity measure. As 
shown in Table 1, the MSM method obtained 
statistically significant better results for four 
datasets, while simple matching obtained better 
results for two datasets (where one is not statistically 
significant). Based on the results, the proposed 
MSM methods performed better when compared 
with the other similarity methods, and it improved in 
about 80% of the tested datasets. Moreover, Table 2 
lists the run time of the five clustering similarity 
methods on different datasets. From Table 2, we can 
see that the MSM method needs more time than the 
simple matching method. However, the MSM 
method consumes time less than IOF, Eskin, and 
Scaling methods. 

Table 2: The running time of the five clustering models on 
the used datasets. 

 Average Running Time (Minutes) 

 
Simple 

Matching 
IOF Eskin Scaling MSM 

Breast 

Cancer 
4.82 5.33 5.47 4.97 4.94 

Zoo 2.11 2.26 2.34 2.17 2.10 

Hepatitis 2.69 3.24 3.32 2.87 2.63 

Heart 

Diseases 
3.17 3.38 3.41 3.27 3.22 

Dermatology 3.68 3.87 3.96 3.71 3.72 

Credit 5.19 5.42 5.49 5.34 5.21 

 
We now move to the evolutionary clustering 

setting, where each similarity measure is used as a 
sub-routine to compute distances and update centers 

in the DE algorithm. For the same six real-life mixed 
datasets, the obtained results of the 100 independent 
runs are reported in Table 3. Table 3 contains the 
mean and standard deviation of best result of the 
accuracy measure performance. To compare our 
results, we compared the DE with different 
similarity measures (i.e., DE-MSM, DE-Simple 
matching, DE-IOF, DE-Eskin, DE-Scaling). Based 
on the experimental results, the DE setting (Table 3) 
yields higher accuracy compared to the non-
evolutionary setting (Table 1). In addition as shown 
in Table 3, the DE-MSM obtained statistically 
significant better results for five datasets, while 
simple matching obtained better results for one 
dataset. 

6 CONCLUSION AND FUTURE 
WORK 

In this study, we proposed a novel clustering MSM 
method for the mixed datasets (i.e., datasets with at 
least two types of data attributes). In contrast to 
existing approaches in literature dealing with mixed 
datasets, the MSM method assigns a unique 
similarity measure for each type of data attribute 
(e.g., ordinal, nominal, binary, continuous). When 
dealing with a pure dataset (i.e., with only one type 
of data attributes), the MSM method will reduce to 
the K-means or the K-modes algorithms. Using six 
benchmark real life mixed datasets from the UCI 
Machine Learning Repository, we first compared the 
performance of the MSM method against other 
similarity measures (i.e., simple matching, IOF, 
Eskin, and Scaling) in a non-evolutionary setting.
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Table 3: Mean ± standard deviation of best solution of 100 independent runs for the DE-simple matching, DE-IOF, DE-
Eskin, DE-Scaling, and DE-MSM. 

 
DE-Simple 
Matching 

DE-IOF DE-Eskin DE-Scaling DE-MSM T-test 

Breast Cancer 
0.823201 ± 
00013254 

0.7901874 ± 
0.000231 

0.805437 ± 
0.006119 

0.82289 ± 
000245 

0.8472614 ± 
0.07811E-05 

Significant 

Zoo 
0.90132 ± 
0.0002621 

0.884791± 
0.6119E-04 

0.899645 ± 
0.00332 

0.908892 ± 
0.002583 

0.9435833 ± 
2.52812 E-06 

Significant 

Hepatitis 
0.798517± 
0.003213 

0.769026 ± 
0.00371 

0.734618 ± 
1.842E-04 

0.797582± 
0.0007739 

0.83306326 ± 
7.2235E-05 

Significant 

Heart 
Diseases 

0.762825 ± 
0.000765 

0.7356806 ± 
2.5723E-05 

0.6571352 ± 
0.00422 

0.774329 ± 
0.000113 

0.82840165 ± 
3.77392E-05 

Significant 

Dermatology 
0.85060403 
± 0.000113 

0.7285605 ± 
0.00117 

0.705437 ± 
0.0005632 

0.8505721 ± 
0.00017 

0.86351823 ± 
1.4426 E-04 

Significant 

Credit 
0.9392598 ± 
0.0006234 

0.88369739 
± 0.000921 

0.7401278 ± 
3.48192E-04 

0.940456 ± 
0.000253 

0.91358951 ± 
0.000218 

Significant 

 
The experimental results showed that the MSM 
method achieved statistically significant accuracy in 
80% of the tested datasets. We then move to 
evolutionary setting using DE where similarity 
measures were used to compute distance and update 
centers during the search process. DE showed its 
ability to improve the clustering performance 
compared to the non-evolutionary setting, and DE-
MSM achieved statistically significant accuracy in 
90% of the tested datasets compared to DE-simple 
matching, DE-IOF, DE-Eskin and DE-Scaling. The 
time and space complexity of our proposed method 
is analyzed, and the comparison with the other 
methods confirms the effectiveness of our method. 
For future work, the proposed MSM and/or DE-
MSM methods can be used in a multiobjective data 
clustering framework to deal specifically with mixed 
datasets. Furthermore, the current work can be 
extended to data clustering models with uncertainty. 
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Abstract: The fine-tuning of the algorithms parameters, specially, in metaheuristics, is not always trivial and often is 
performed by ad hoc methods according to the problem under analysis. Usually, incorrect settings influence 
both in the algorithms performance, as in the quality of solutions. The tuning of metaheuristics requires the 
use of innovative methodologies, usually interesting to different research communities. In this context, this 
paper aims to contribute to the literature by presenting a methodology combining Statistical and Artificial 
Intelligence methods in the fine-tuning of metaheuristics. The key idea is a heuristic method, called 
Heuristic Oriented Racing Algorithm (HORA), which explores a search space of parameters, looking for 
candidate configurations near of a promising alternative, and consistently finds good settings for different 
metaheuristics. To confirm the validity of this approach, we present a case  study for fine-tuning  two 
distinct metaheuristics: Simulated Annealing (SA) and Genetic Algorithm (GA), in order to solve a classical 
task scheduling problem. The results of the proposed approach are compared  with  results  yielded  by  the  
same metaheuristics tuned through different strategies, such as the brute-force and racing. Broadly, the 
proposed method proved to be effective in terms of the overall time of the tuning process. Our results from 
experimental studies reveal that metaheuristics tuned by means of HORA reach the same good results than 
when tuned by the other time-consuming fine-tuning approaches. Therefore, from the results presented in 
this study it is concluded that HORA is a promising and powerful tool for the fine-tuning of different 
metaheuristics, mainly when the overall time of tuning process is considered. 

1 INTRODUCTION 

The tuning of the algorithms parameters, especially, 
in metaheuristics, is not always trivial and often is 
performed by ad hoc methods according to the 
problem under analysis. Usually, the choice of 
incorrect settings can result in an unexpected 
behaviour of the algorithm, as to converge to a local 
optimum, or even to present a random behaviour, 
which does not converges to a good solution within 
a certain time limit. 

In general, there are many challenges related to 
the tuning of metaheuristics (e.g.: parameters 
domain, approach strategy, etc.) which require the 
use of innovative methodologies. These challenges 
usually interest to different research communities.  
Therefore, in the contemporary literature there are 
many researches (e.g.: Dobslaw, 2010; Lessman et 

al., 2011; Neumüller et al., 2011; Ries et al., 2012; 
Akbaripour and Masehian, 2013; Amoozegar and 
Rashedi, 2014; Calvet et al., 2016; and many others) 
addressed to them. Amongst them, it stands out the 
using of statistical techniques supported by efficient 
methods, in order to aid the process understanding 
and also to reach effective settings. 

This paper aims to contribute to the literature by 
presenting a methodology combining Statistical and 
Artificial Intelligence methods in the fine-tuning of 
metaheuristics, such as Design of Experiments 
(DOE) (Montgomery, 2012) and the concept of  
Racing (Maron and Moore, 1994; Birattari et al., 
2002). The key idea is consider the parameter 
configurations as a search space and explore it 
looking for alternatives near of the promising 
candidate configurations, in order to consistently 
find the good ones. Broadly, our approach focuses 
its searches on dynamically created alternatives in an 
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iterative process, and employs a racing method to 
efficiently evaluate and discard some alternatives, as 
soon as gather enough statistical evidences against 
them. 

Since the last decades, a variety of strategies for 
fine-tuning of metaheuristics have emerged in the 
literature, where it highlight CALIBRA (Adeson-
Díaz and Laguna, 2006), which uses DOE to define 
a parameters search space; F-Race (Birattari et al., 
2002) and its iterated version I/F-Race (Balaprakash 
et al., 2007), with an efficient evaluation of 
candidate configurations; and ParamILS (Hutter et 
al., 2009), whose the alternatives are created from 
the modifications of a single parameter value. 

Inspired by them, our strategy brings these 
characteristics all together in a single heuristic 
method, where the exploration of the search space is 
performed through the candidate configurations in 
the neighborhood of a promising alternative. The 
advantage to combine different strategies can be 
summarized as the hability to define the search 
space, and the efficiency to focus the search on the 
candidate configurations inside this search space. 
Our results confirm the validity of this approach 
through a case study to fine-tune metaheuristics 
from distinct natures, such as Simulated Annealing 
(SA) and Genetic Algorithm (GA), and its 
effectivity when compared with other tuning 
approaches, such as brute-force and racing. The 
quality of the proposed settings for each of them will 
be evaluated by applying the metaheuristics in a 
classical optimization problem, such as the task 
scheduling problem to minimize the total weighted 
tardiness (TWTP) in a single machine. 

The rest of the paper is structured as follows: 
Section 2 presents the problem of tuning 
metaheuristics and our approach combining Statistic 
and Artificial Inteligence methods to address this 
problem. In Section 3 there is an overview about the 
scheduling problem, as well as the metaheuristics 
that will be used in the case study. The proposed 
approach is applied in a case study (Section 4) to 
fine-tune the metaheuristics SA and GA. Section 4 
also presents the case study results and its analyzes. 
Our final considerations are in Section 5. 

2 THE PROBLEM OF TUNING 
METAHEURISTICS 

Informally, this problem consists of determining the 
parameter values, such that the algorithms can 
achieve the best performance to solve a problem 

within a time limit. This problem is itself an 
optimization problem, where the goal is to optimize 
an algorithm (e.g.: better performance, rise the 
quality of solutions, etc.) to solve different problems 
(Blum and Roli, 2003; Talbi, 2009). 

In general, let M be a metaheuristic with a set of 
parameters applied on problems P = {p1, p2, ..., pn}. 
The parameters (e.g.: , , ..., ) of M can assume a 
finite set of values and its cardinality can also vary 
extensively according to M and P studied. If  is a 
set of candidate configurations, such that  is any 
setting of M, then the problem of tuning 
metaheuristics can be formalized as a state-space: 

 
W = (, P). (1)

 
This problem consists of knowing which is the 

best setting    present in W to solve problems P. 
The expected number of experiments for fine-

tuning of M on P is the product of (||  ||  ...  
||)  |P|. For example, M is a metaheuristic with the 
following parameters A, B, C, D, where A = {a1, a2, 
a3}, B = {b1, b2, b3, b4}, C = {c1, c2, c3}, and D = 
{d1, d2, d3, d4, d5}. Let |P| = 50. So, the expected 
number of experiments for fine-tuning of M on 
problems P is (3  4  3  5)  50 = 9000. In short, 
the best setting of M to solve P is an alternative in 
(1), such that its determination, in the worst 
hypothesis, will be given by means of a full search 
in the state-space W. 

2.1 Heuristic Oriented Racing 
Algorithm 

This research proposes an automatic approach to 
avoid a full search in the state-space (1) and still find 
a good setting of M to solve P. To do that we 
combine Statistical and Artificial Intelligence 
methods (e.g.: DOE and Racing, respectively) to 
consistently find the good settings based on 
statistical evaluations of a wide range of problems. 

The tuning process begins with an arbitrary 
selection of n instances (n > 1) from a class of 
optimization problems, and follows by the 
definitions of ranges for the parameters of 
metaheuristic. The previously selected instances are 
treated as a training set, on which are performed 
experimental studies with the Response Surface 
Methodology (RSM) to define the best parameters 
settings for each instance. Therefore, at the end of 
the experimental phase there will exist n different 
settings for each parameter, being each one related 
to an instance. 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

204



 

The settings identified in the training set ensure 
diversity for the parameters, and they are used to 
define the bounds of each parameter, that is, a search 
space of parameters limited by the maximum and 
minimum values of each parameter in the training 
set. From there, the goal is to pursue alternatives 
dynamically created in the neighborhood of some 
best known candidate configuration, regarding the 
previously defined bounds of the search space. For 
each of the alternatives, the target algorithm is ran in 
an expanded set of instances, bigger than the 
previous one. 

This process (Figure 1) is called Heuristic 
Oriented Racing Algorithm (HORA), due the way of 
exploring the alternatives in the search space, that is, 
using a heuristic method, and by its evaluation 
process through a racing method. 

 

Figure 1: Schema of the proposed approach. 

The heuristic method used in the fine-tuning 
process is illustrated as a pseudo-code in Figure 2. 
The algorithm receives a promising candidate 
configuration (S0), the search space bounds (B) and 
the number of neighbors (M). The alternatives (n) 
are created in a main loop and its costs (C) are 
achieved by running the target metaheuristic (Mh) 
once on different instances (i). The solutions are 
evaluated by the nonparametric Friedman statistic 

(T), and the worst ones are discarded according to 
the statistical evidences. At each iteration new 
alternatives are created in the neighborhood of some 
best known candidate configuration (S). The process 
continues with the surviving ones and the best 
parameter setting (S*) is selected as one that has the 
lowest expected rank. 

Just as a racing method, in HORA some 
candidate configurations, that is, those considered to 
be good according to the statistical evaluations, are 
evaluated on more instances. However, it should be 
highlight that the HORA employs a racing method 
to evaluate the set of candidate configurations. 
Besides that, both methods (HORA and racing) 
differ among them in the way of creation the set of 
candidate configurations, such that in HORA the 
alternatives are created on demand in an iterative 
process, while in racing they are predefined before 
the fine-tuning process. 

Input: S0, B, M 
Output: S* 
S   S0; 
S'  {}; 
n   {}; 
C   {}; 
do while 
  i   newInstance(); 
  n   newNeighbors(S, B, M); 
  S'  S'  n; 
  for each s  S' do 
    C  C  Mh(s, i); 
  end 
  T   statisticalTests(C); 
  S'  collectElite(S', T); 
  S   identifyBest(S'); 
until termination criteria is met 
S*  S; 
return S*; 

Figure 2: Pseudo-code of the heuristic method for fine-
tuning metaheuristics. 

2.2 The Dynamic of the Search Space 

The most intuitive way for solving the problem of 
tuning metaheuristics is the brute-force approach. 
Broadly, this strategy runs the same number of 
experiments for all alternatives in the set of 
candidate configurations. Nevertheless, any 
alternative with inferior quality in this set must be 
tested as the good ones. 

To avoid this kind of problem, a traditional 
racing method employs efficient statistics to 
evaluate the candidate configurations and discard 
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those considered statistically inferior as soon as 
gather enough statistics against them. 

Even considering the efficiency of a racing 
method to evaluate the alternatives, both approaches 
(brute-force and racing) start the tuning process with 
a large set of candidate configurations. Thus, 
according to the size of this set, its evaluation must 
be initially slow. 

Different to the traditional approaches, the set of 
candidate configurations in HORA is dynamically 
built during the tuning process. The candidate 
configurations are created on demand in the 
neighborhood of some best known alternative, as a 
sequence of sets of candidate configurations: 

 
0  1  2  ... 

 
From the step k to k+1 the set of candidate 
configurations is built possibly discarding some 
alternatives considered statistically inferior. Given 
that some candidate configurations persist in this set, 
they are evaluated on more instances. Nevertheless, 
it is important to note that all the created alternatives 
must be evaluated on the same instances previously 
used on evaluating of the persistent alternatives. 

k = 1  k = 2  k = 3 

                 
                 
                 
                 
                 
                 

|| = 3  || = 5  || = 6 
k = 4  k = 5  k = 6 

                 
                 
                 
                 
                 
                 

|| = 5  || = 7  || = 3 

Figure 3: Illustrative process to create (black) and exclude 
(gray) alternatives from the search space. 

To illustrate this process (Figure 3), let us 
consider any search space, where at each iteration k, 
m = 3 candidate configurations are created. At the 
end of an iteration, all alternatives in the set  of 
candidate configurations are evaluated and those 
with inferior quality are discarded. Therefore, the set 
 is dynamic, that is, its size can increase or 
decrease. The process continues pursuing the 
alternatives in the search space until meet a stop 

criteria (e.g.: number of alternatives in , runtime 
limit, among others). 

The evaluation of the created candidate 
configurations is done in blocks by instance 
according to its cost (e.g.: the objective function 
value). So, the best performance is ranked as 1, the 
second as 2, and so on. In case of ties between the 
alternatives, it gives the average ranking to each one. 
For a detailed description of the evaluation process 
by means of the racing method using the 
nonparametric Friedman statistic, we refer to 
Birattari et al. (2002 and 2009). 

3 CONSIDERED PROBLEM AND 
METAHEURISTICS 

Scheduling problems are related with the limited 
resources distribution aiming the achievement of 
efficient work. It is classical optimization problem 
involving tasks that must be arranged in m machines 
(m ≥ 1) subject to some constraints, in order to 
optimize an objective function. The key idea is to 
find the tasks processing order and decide when and 
on which machine each task should be processed. 

A typical scheduling problem is one on which 
the objective is minimize the total weighted 
tardiness in a single machine (TWTP). These 
problems formally expressed as 1|1,dj|wjTj (Schmidt, 
2000), involve a set of tasks J = {1, 2, ..., n} to be 
processed in a single machine continuously available 
to process at most one task at a time. Each task (j  
J) spends a positive and continuous processing time 
pj (time units), has a weight wj of one task over the 
others, a start time rj, and a due date dj. In general, 
tardiness may be understood as the difference 
between the effective completion time and the due 
date of the tasks, such that the tardiness (Tj) can be 
computed as max(0, Cj  dj), where Cj is the 
effective completion time of task j. 

Metaheuristics are one of the best-known 
approaches to solving problems for which there is no 
specific efficient algorithm. Usually, these 
algorithms differ from each other in terms of 
searching pattern, but offer accurate and balanced 
methods for diversification (search space 
exploration) and intensification (exploitation of a 
promising region) and share features, such as the use 
of stochastic components (involving randomness of 
variables) and have a variety of parameters that must 
be set according to the problem under study. 

The Simulated Annealing (SA) is a probabilistic 
method proposed in Kirkpatrick et al. (1983) and 
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Cerny (1985) in order to find the global minimum of 
an objective function with numerous local minima. 
Widely applied to solve optimization problems, SA 
simulates a physical process from which a solid is 
cooled slowly, so that the final product becomes a 
homogeneous mass to achieve a minimum energy 
configuration (Bertsimas and Tsitsiklis, 1993). 

The SA performance is strongly influenced by a 
number of parameters. For example, the high 
temperature in the early stages increases the 
likelihood of acceptance a low quality solution. 
Beyond the initial temperature, it is important to set 
the number of iterations performed on a same 
temperature, and their cooling rate. Usually, the 
cooling temperature occurs steadily at a predefined 
rate , so that slower, greater the holding of the 
search space (Roli e Blum, 2003; Talbi, 2009). 

By the other hand, the Genetic Algorithm (GA) 
is a population-based method invented by Holland 
(1975) inspired in the principles of survival from 
Darwin’s evolution theory. GA  simulates an 
evolution process in which the fitness of individuals 
(parents) is crucial to generate new individuals 
(children). The basic operating principle of a GA is 
to apply the operators (selection, crossover and 
mutation) on individuals of the population at every 
generation. Its performance is strongly influenced by 
a set of parameters, such as the number of 
generations, crossover and mutation rates. 

In a typical GA, the individuals are crossed at a 
rate between 0.4 and 0.9. For example, if the rate is 
fixed at 0.5, then half of the population will be 
formed from the selection and crossover operations. 
However, if there is no crossover, the population 
mean fitness must increases to match the best 
individual fitness rate. From that point, it can only 
be improved through the mutation. In general, the 
mutation rate is about 0.001, but may vary according 
to the problem under analysis. 

4 EXPERIMENTAL STUDIES 

In our study were selected a set of parameters of 
each metaheuristic. Those parameters are the most 
frequently used in the literature and seems to 
influence the performance of the SA and GA, 
regardless the studied problem. The considered 
parameters for SA are: value of the initial 
temperature (T0), number of iterations on one 
temperature stage (SAmax) and temperature cooling 
rate (); while the chosen parameters for GA are: 
mutation rate (pm), crossover rate (pc), population 
size () and number of generations (n). The 

parameters levels (Table 1) were chosen within the 
real limits of parameters, in order to promote 
diversity in the search space, as well as differences 
between each particular parameter setting. 

For this study, we define a training set with n = 4 
instances arbitrarily selected from the benchmark 
wt40, a TWTP with 40 tasks from the OR-Library 
(Beasley, 1990). The experimental studies were 
conducted with a circumscribed Central Composite 
Design (CCD), whose the axial points establish new 
limits for an interest region (e.g.: the search space of 
parameters). A circumscribed design can be used to 
enlarge the  search space exploration if its bounds 
are in the region of operability, that is, within the 
real limits of parameters. On the other hand, if the 
region of interest matches with the parameter limits, 
another kind of CCD must be chosen (e.g.: face-
centred or inscribed) to avoid the parameters 
infeasibility. 

Table 1: Metaheuristics parameters and its levels for the 
experimental studies. 

SA Low High GA Low High 
T0 1.00e4 1.50e6 pm 0.001 0.025

SAmax 500 1500 pc 0.400 0.900
 0.900 0.980  10 100

n 100 1000

After the experimental studies we have four 
different results for each parameter, being each one 
related to an instance. Through those results, we 
defined the search space of parameters, whose the 
bounds are the maximum and minimum values of 
the parameters in the training set. Accordingly, the 
SA search space is: 

 T0: [1.16e5, 1.65e5]; 
 SAmax: [1316, 1596]; and 
 : [0.945, 0.948]. 

Whereas, we have the following search space for 
GA: 

 pm: [0.014, 0.057]; 
 pc: [0.684, 0.725]; 
 :  [69, 101]; and 
 n: [775, 1267]. 

It is noteworthy in the results, that some 
parameter values are outside of the limits initially 
defined (Table 1). However, as pointed before, this 
occurs due the experimental studies, where the axial 
points of the CCD overcome the previously set 
limits in order to ensure an appropriate estimation of 
parameters. 
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From there, the exploration of the search space 
of parameters is done by creating the alternatives in 
the neighborhood of some best known candidate 
configuration. For each of the alternatives we ran the 
target metaheuristics (e.g.: SA and GA) during 15s 
on an expanded set of instances (e.g.: for this study, 
the expanded set matches all 125 instances from the 
benchmark wt40). This process was repeated 10 
times and the results of fine-tuning of the 
metaheuristics  by means of HORA are presented in 
terms of mean and standard deviation (  ) in 
Table 2. This table also presents the total time (in 
seconds) of the tuning process. 

Table 2: Fine-tuning of metaheuristics (HORA). 

SA Settings GA Settings 
T0 1.29e5  4.22e4 pm 0.040  0.012 

SAmax 1391  87 pc 0.699  0.211 
 0.946  0.001  80  11 
-- -- n 983  115 
t 698s t 875s 

For comparisons, we considered the previously 
defined search space of parameters, and two fine-
tuning approaches, as the Deceive, a brute-force 
approach, and a racing algorithm based in the F-
Race method, called Racing. The settings used for 
both approaches are the same, such that, for SA we 
define: T0 = {1.16e5, 1.26e5, 1.35e5, 1.45e5, 1.55e5, 
1.65e5}, SAmax = {1316, 1409, 1502, 1596}, and  = 
{0.945, 0.946, 0.948}; and for GA we consider: pm = 
{0.014, 0.028, 0.043, 0.057}, pc = {0.684, 0.698, 
0.711, 0.725},  = {69, 85, 101}, and n = {775, 939, 
1103, 1267}. 

Each possible combination leads to one different 
metaheuristic setting, such that, the search spaces 
have 72 and 192 different candidate configurations 
for the SA and GA, respectively. The idea is use 
Deceive and Racing to select the good as possible 
candidate configuration out a lot of options. To do 
that, for the considered approaches, we run the target 
algorithms during 15s on the same extended set of 
instances previously used (e.g.: 125 instances from 
the benchmark wt40). This process was repeated 10 
times and the results of fine-tuning of the studied 
metaheuristics by means of brute force and racing 
method are presented in terms of mean and standard 
deviation (  ) in Tables 3 and 4. These tables 
also present the total time (in seconds) of the tuning 
process. 

It is noted on results that HORA method is the 
most effective in the fine-tuning of the 
metaheuristics, in terms of the overall time process. 

Since it demands a little portion of the time required 
by the brute-force and racing algorithm, 
respectively. The pointed divergence can be justified 
by the size of the set of alternatives, fairly large for 
Deceive and Racing, as well as the way of creating 
the set of candidate configurations in the search 
space. Given that in HORA it is dynamically done 
during the tuning process, whereas the others 
(Deceive and Racing) use predefined sets of 
alternatives. 

Table 3: Fine-tuning of metaheuristics (Brute-force). 

SA Settings GA Settings 
T0 1.34e5  4.39e4 pm 0.053  0.007 

SAmax 1419  112 pc 0.710  0.214 
 0.946  0.001  90  11 
-- -- n 988  190 
t 5460s t 15274s 

Table 4: Fine-tuning of metaheuristics (Racing). 

SA Settings GA Settings 
T0 1.20e5  3.67e4 pm 0.051  0.010 

SAmax 1316  0 pc 0.695  0.210 
 0.946  0.001  90  13 
-- -- n 1087  144 
t 3213s t 11700s 

The results also show the similarity between the 
settings, by means of HORA and Racing. It is 
emphasised that both approaches employ the same 
evaluation method for the candidate configurations. 

4.1 Experimental Results 

In general, the metaheuristics employ some degree 
of randomness to diversify its searches and avoid 
confinement in the search space. Thus, a single run 
of these algorithms can result in different solutions 
from the next run. So, to test the quality of our 
settings, our experimental results were collected 
after 5 run of the metaheuristics SA and GA on the 
TWTP. 

To generalize our results and compare them 
among themselves, we use: 

100
)(

)()(
*

*





sf

sfsf
gap ,  (2)

where f(s) is our computed solution and f(s*) is the 
best known solution of the problem. Thus, the lower 
the value of gap for the metaheuristics, the better the 
performance of the algorithms. 
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We compare the HORA results with Deceive and 
Racing. The settings of the metaheuristics through of 
each approach were presented in Tables 2, 3 and 4, 
for HORA, Deceive and Racing, respectively. 

The set of results in Tables 5 and 6 are best 
found value of (2) and its corresponding runtime (t), 
in 5 run of the studied metaheuristics, in the first 10 
instances of the benchmark wt40, from the OR-
Library (Beasley, 1990). In these tables, the results 
of the approaches are underlined by the capital 
letters D, H and R for Deceive, HORA and Racing, 
respectively. 

Table 5: SA statistics for the first 10 instances of wt40. 

Inst. 
Dgap  Dt  Hgap  Ht  Rgap  Rt  

1 0.00 56 0.00 36 0.00 42 
2 4.65 96 0.00 35 0.00 29 
3 6.70 89 0.00 54 0.00 28 
4 0.00 45 0.00 33 0.00 29 
5 0.00 44 0.00 27 0.00 21 
6 0.00 51 0.00 41 0.00 30 
7 0.00 87 3.91 81 3.91 68 
8 0.00 53 0.00 47 0.00 39 
9 0.00 58 0.52 85 1.36 82 
10 0.00 62 0.00 56 0.00 38 
 1.14 64 0.44 50 0.53 41 
 2.32 18 1.17 19 1.20 18 

The SA statistics (Table 5) reveal an increasing 
of the quality of solutions, when the tuning approach 
HORA is chosen. It is also noted the similarity 
between results of HORA and Racing in the most 
instances. According to the statistics, when 
considering the gap, the metaheuristics tuned with 
HORA is better (closely followed by Racing). When 
considering the execution time, the metaheuristics 
tuned by Racing is faster (closely followed by 
HORA). 

The GA statistics (Table 6) reveal a decreasing 
of the quality of solutions (e.g.: arithmetic mean) for 
HORA and Racing approaches, when comparing its 
results with SA. In both cases the results are about 
the double of the results above (Table 5). Over 
again, it is noted the similarity between the results of 
HORA and Racing in almost all the selected 
instances, but for GA, HORA is little faster than 
Racing. However, as observed the runtime is also 
increased. 

In summary, the tuning of metaheuristics by 
means of the HORA method are competitive and 
showed the better results for both algorithms. The 
presented results were statistically analyzed by 
means of t-test at the significance level of 5%, and 
the comparisons between HORA  Deceive, as well 

as HORA  Racing, were not significant. Therefore, 
considering the time required to the tuning process, 
HORA is more effective, since it demand less time 
than the brute-force and racing approaches for 
achieving the statistically same results. 

Table 6: GA statistics for the first 10 instances of wt40. 

Inst. 
Dgap  Dt  Hgap  Ht  Rgap  Rt  

1 0.00 57 0.00 36 0.00 62 
2 0.00 100 0.00 65 3.10 51 
3 6.70 53 6.70 55 6.70 57 
4 0.00 38 1.29 43 1.29 56 
5 0.00 30 0.00 5 0.00 7 
6 1.34 85 0.00 105 0.00 112 
7 0.00 83 0.00 54 0.00 32 
8 0.00 50 0.00 89 0.00 94 
9 0.34 68 0.00 79 0.00 50 
10 0.00 127 0.04 95 0.04 121 
 0.84 69 0.80 63 1.11 64 
 1.99 28 2.00 29 2.09 33 

5 CONCLUSIONS 

This paper presented a method addressed to the 
problem of tuning metaheuristics. The problem was 
formalized as a state-space, whose the exploration is 
done effectively by a heuristic method combining 
Statistical and Artificial Intelligence methods (e.g.: 
DOE and racing, respectively). 

The proposed method, called HORA, applies 
robust statistics on a limited number of instances 
from a class of problems, in order to define a search 
space of parameters. Thus, from the alternatives 
dynamically created in the neighborhood of some 
best known candidate configuration, it employs a 
racing method to consistently find the good settings. 
However, it should be highlight that HORA differs 
from the racing method in the way how the 
alternatives are created, that is, while racing uses a 
predefined set of candidate configurations, in HORA 
the alternatives are created on demand in an iterative 
process. This feature ensures the dynamic of the 
search space, such that in some situations it 
increases and others, it decreases, as well as it makes 
the evaluation process more efficient. 

From a case study, HORA was applied for fine-
tuning two distinct metaheuristics. Its results were 
compared with the same metaheuristics tuned by 
means of different approaches, such as the brute-
force and racing. The HORA method proved to be 
effective in terms of overall time of the tuning 
process, since it demands a little portion of the time 
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required by the other studied approaches. Through 
the experimental studies it is noted that the 
metaheuristics SA and GA tuned by means of 
HORA can reach the same results (eventually better) 
than the other studied fine-tuning approaches, but 
the tuning process is much more faster with HORA. 
This better performance can be explained by the way 
of exploring the alternatives in the search space, that 
is, pursuing the good ones in the neighborhood of 
some best known candidate configuration, and by 
the efficiency of its evaluation process with a racing  
method. 

In the scope of this study, the metaheuristics SA 
and GA, as well as the problem TWTP, were used 
only to demonstrate the HORA approach addressed 
to the problem of tuning metaheuristics. The results 
achieved show that the proposed approach may be a 
promising and powerful tool mainly when it is 
considered the overall time of tuning process. 
Additional studies must be conducted in order to 
verify the effectiveness of the proposed 
methodology considering other metaheuristics and 
problems. 
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Abstract: The question of having sufficient surveillance capability to detect illicit behaviour in order to inform 
decision makers in a timely fashion is of the ultimate importance to defence, security, law enforcement, and 
regulatory agencies. Quantifying such capability provides a means of informing asset allocation, as well as 
establishing the link to risk of mission failure. Individual sensor models can be built and integrated into a 
larger model that layers sensor performance using a set of metrics that can take into account area coverage, 
coverage times, revisit rates, detection probabilities, and error rates. This paper describes an implementation 
of a parametric model for Satellite Automated Identification System (S-AIS) sensor performance. Utilizing 
data from a real data feed, the model was able to determine the percentage of uncorrupted S-AIS messages 
and the probability of detection of at least one correct S-AIS message received during an observation 
interval. It is important to note that the model implementation was not actively calculating the effect of 
message overlap based on satellite altitude and footprint width, or reductions in collisions due to signal de-
collision algorithms.  

1 INTRODUCTION 

The awareness and associated tracking of maritime 
vessels approaching and within a country’s 
territorial waters (TTW) and its exclusive economic 
zone (EEZ) are necessities for the enforcement of 
environmental and commercial laws and regulations, 
as well as national security and the protection of 
public safety. This makes maritime domain 
awareness (MDA) a national priority. There are two 
aspects to MDA: the quality and quantity of data to 
collect and fuse, and the reporting/prediction metrics 
that are used to gather the information into a 
quantifiable, comparable fashion for decision 
support. The former is well recognized as an issue 
for data analytics, data fusion, and big data research 
topics. The latter falls under the more traditional 
operational research umbrella, and will be discussed 
in this paper. The data analytics problem is beyond 
the scope of this discussion; for a more detailed 
treatment of data collection requirements for MDA, 
see Horn et al. (2016) and references therein.  

Metrics that can be used for historical reporting 

and forecasting of upcoming activities are of  
particular interest at the operational level because 
they provide critical information to military decision 
makers about the use of surveillance capabilities, 
such as: 
 Will the surveillance capabilities provide 

sufficient means to detect illicit behaviour? 
 What is the likelihood that illicit behaviour 

would go undetected? 
 Will the surveillance capabilities provide 

sufficient temporal and spatial coverage of the 
area of responsibility (AOR) to be able to 
inform decisions in a timely fashion? 

The answers to these questions are of the 
ultimate importance to defence, security, law 
enforcement, and regulatory agencies, as they 
provide means of informing asset allocation, as well 
as establishing a link to the risk of mission failure 
for given capability sets.  

The purpose of this research is to select one 
surveillance sensor – in this case, the Automatic 
Identification System (AIS) – to model the 
performance of, and use it as a test case towards 
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building a more complex, layered model of 
surveillance capabilities. This will enable reporting 
and planning for the given capability sets.  

This paper is organized as follows. Section 2 
provides a brief description of how AIS functions, 
the utility of the selected sensor, and the inherent 
complications when trying to model such a sensor. 
Section 3 describes the simplified performance 
model chosen and the associated advantages of using 
such a sub-model within a larger model. Section 4 
illustrates how the sensor and performance model 
were implemented, and provides a test case using 
real world data from an AIS feed to compute 
performance parameters. Section 5 discusses some 
of the limitations of the current model and 
implementation, and presents proposals for future 
work. Section 6 concludes the paper. 

2 THE AUTOMATIC 
IDENTIFICATION SYSTEM 

One sensor that is now commonly exploited for 
MDA is AIS, which is a self-reporting system that 
was designed for enhancing the safety of navigation 
at sea. AIS transponders are mandated by the 
International Convention for the Safety of Life at 
Sea (SOLAS) Convention, 1974 (International 
Maritime Organization, 2015) for all ships over 300 
gross tonnage, all passenger-carrying vessels, and 
can be used by other vessels on a voluntary basis.  

Vessel-mounted AIS transponders are broken 
into two types. Class A transponders are required on 
the mandated vessels described previously. Class B 
transponders are a lower power, less expensive 
technology which transmit less frequently than their 
Class A counterparts, and are often used on smaller 
vessels. It can be estimated that AIS is utilized on 
anywhere from approximately 400,000 to over 
550,000 ships, navigational aids, base stations, and 
other sources (including active and decommissioned 
vessels), depending on the data provider 
(myShipTracking, 2016; MarineTraffic.com, 2016). 
While the fraction of active Class A versus Class B 
sources are not directly reported, this does provide a 
sense of the volume of information received by 
tracking networks when ships are reporting 
anywhere from 2 seconds to 6 minutes apart 
(International Telecommunications Union, 2014). 

2.1 Sensor Utility 

Terrestrial-based tracking networks provide a means 

of continuously monitoring so equipped ship traffic 
within the detection range of the shore-based 
stations. However, AIS signals were found to be 
detectable from satellite-based receivers as well. 
Some of the main limitations with satellite AIS (S-
AIS) are the amount of sensor coverage and the 
revisit rates of the satellite, which can be mitigated 
in part by monitoring from multiple satellites. So, 
while coastal AIS systems are advantageous for 
monitoring of the TTW and a fraction of the EEZ – 
with distances depending on very high frequency 
(VHF) ducting properties (Tunaley, 2011a), S-AIS 
has moved to the forefront of technologies for wide-
area surveillance at high refresh rates for reach over 
almost any AOR.  

S-AIS is usually employed in conjunction with 
other sensors, such as coastal radar (Canadian Coast 
Guard, 2016), high-frequency surface wave radar 
(Vesecky et al., 2009), satellite-based synthetic 
aperture radar (Guerriero et al., 2008), or visual 
identification (or other onboard sensors) using 
maritime or aerial assets (Busler et al., 2015). This 
helps to mitigate some of the known issues with data 
quality (such as signal errors, technical installation 
or input errors, or spoofing (Bošnjak et al., 2012)). 

2.2 Modelling Complications 

Technically, however, S-AIS also suffers from 
further complications due to the simultaneous 
reception of a high number of messages within the 
large reception footprint in conjunction with the AIS 
communication standard (International 
Telecommunications Union, 2014). The design of 
the AIS message system into discrete, fixed width 
slots limits the reception of messages at the receiver, 
and the sheer volume of the AIS message traffic 
produces a high probability of message collision 
(i.e., message arrivals within the same time slot). 
On-board processing (OBP) of messages cannot 
fully resolve such collisions, and as a result, the first 
pass detection is low (exactEarth, 2012) when ship 
traffic is dense. While much can be done in terms of 
antenna design and signal processing (Yang et al., 
2014; Yang et al., 2012; Picard et al., 2012) to 
reduce these effects, there still exists a significant 
impact on the sensor’s overall detection 
performance.  

Some providers have chosen to downlink all 
messages to ground stations for more efficient 
spectrum de-collision processing (SDP) (Macikunas 
and Randhawa, 2012). Algorithms have been 
proposed and/or implemented (e.g., Cowles et al., 
2014; Cherrack et al., 2014) to increase the detection 
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performance; however, the time latency of the data 
is dramatically increased (Meger, 2013). 

3 SIMPLIFIED S-AIS MODEL 

For the purposes of historical reporting and 
forecasting of upcoming activities at the operational 
level for defence primarily (but also including 
security, law enforcement, and regulatory agencies), 
the following considerations and assumptions are 
made: 
 Any model must run in a practical amount of 

time so as to be able to provide timely and 
meaningful decision support (typically viewed 
as 1-2 days for short turn-around analyses). 
Thus, simpler is better; 

 When representing the capabilities of a system 
that link to the risk of mission failure, often 
the “worst case scenario” is chosen to 
represent the ultimate limit of the system’s 
capabilities. So, for example, if ground 
stations were unable to perform SDP for some 
reason, then OBP would be considered the 
minimum capability provided. It also provides 
a consistent model and assumption set across 
all S-AIS providers, since some perform SDP 
and some perform OBP; 

 From a reporting/forecasting standpoint, the 
timeslots of individual messages are unknown 
(data not provided), and so the de-collision 
process cannot be reproduced and modelled 
directly. While the signal de-collision process 
can be simulated, it is easier to implement a 
direct relationship between the number of 
ships and the probability of detection; and 

 Since not all AIS providers utilize SDP, it is 
assumed that a generic model that can be 
applied across any provider would provide 
more utility. It could later potentially be 
scaled to account for SDP. 

3.1 Single Sensor Model 

In order to be able to quantify the ability of a 
collection of disparate sensors, each with their own 
area coverages, coverage times, revisit rates, 
detection probabilities, and error rates (false 
positives, false negatives, bit rate errors, etc.), a set 
of metrics that can take all of these factors into 
account is required. Individual sensor models can be 
built and integrated into a larger model that layers 
sensor performance over an AOR for a 
comprehensive  capability to report on historical 

coverages and test out future surveillance plans. 
High fidelity tools, such as the Systems Tool Kit 
(STK), can be used to build such a model. The 
satellite selected for the application here was 
exactView-1, one of the exactEarth constellation 
of satellites. 

Modelling of the coverage of active or non-
cooperative passive sensors (i.e., independent of the 
cooperation of a vessel) in a software package such 
as STK is generally straightforward; however, 
modelling of cooperative sensors such as AIS  can 
be more challenging. While all vessels must be 
represented as objects in a modelled scenario in 
STK, this does not mean that they can or should be 
detected by sensors at all times. Different vessels 
transmit AIS messages at different times and at 
different rates; therefore, the sensor cannot 
automatically assume it can “see” the vessel all of 
the time.   

3.2 Sensor Detection Performance 

Høye (2004) quantified the parametric relationship 
between the number of ships in the S-AIS sensor’s 
field of view (FOV) and the probability of detecting 
a single ship; however, it was assumed that message 
collisions could not be de-conflicted. Tunaley 
(2011b) later showed that the probability of 
extracting an uncorrupted message, γ, from the 
simultaneous arrival of another singleton message 
can be derived in the presence of thermal noise, 
interference from neighbouring channels or even 
interference in the same channel from terrestrial 
transmitters (Eq. 1).  

ߛ ൌ ݁ିఒఛߛ
ሺଵିሻሺଵା௦ሻ (1) 

The explanations for, and the values of the 
parameters in Eq. (1) from (Tunaley, 2011b) for a 
satellite at 800 km altitude are provided in Table 1. 
Høye (2004) reports the difference in the ݏ values 
between 600 km and 800 km altitude as 0.0382, 
while the difference in the ݏ value between 800 km 
and 1,000 km altitude as 0.0248. Therefore, the 
average difference between each 1 km of altitude is 
~0.0002. This means the 5 km to 40 km offset in the 
STK exactView-1 satellite object’s altitude has a 
negligible effect on the 0.6744 value of ݏ for a 
satellite with 800 km altitude. As a result, a fixed ݏ 
value was used for the initial model (MacNeil, 
2015). 
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Table 1: Equation parameter definitions. 

Parameter Name Value 
  Probability of receiving anߛ

uncorrupted message at 
the input system regardless 
of collisions 

0.2683 

 Mean rate of random ߣ
messages arriving 

Eq. (2) 

߬ Length of slot (s) 0.0267 

 Probability that an ݍ
additional signal does not 
corrupt the message 

0.904 

 Effect of range overlap 0.674 ݏ

M Number of ships inside the 
ships cell 

Assumed 
negligible 

nch Number of VHF channels 2 

Δܶ Mean time between 
message transmissions (s) 

Calculated 

The mean rate of message arrival (λ) as a 
function of number of ships (N) in the FOV is given 
in Eq. (2), with parameter values also provided in 
Table 1.  

ߣ ൌ
ܰ െܯ
݊Δܶ

 
(2) 

Substituting λ from Eq. (2) and all parameter 
values from Table 1 in Eq. (1) yields Eq. (3). 

ߛ ൌ ݁ߛ
ି

ே
ଶΔ்ఛ

ሺଵିሻሺଵା௦ሻ 

ߛ ൌ 0.2683݁ሺି.ଶଵସହሻ
ே
Δ் 

(3) 

The probability that at least one correct AIS 
message will be observed during a given interval 
(Tobs) (Tunaley, 2011b) is provided in Eq. (4) after 
substituting in Eq. (2). 

 ൌ 1 െ ൬1 െ ݁ߛ
ି
ே
ଶ∆்ఛሺଵିሻሺଵା௦ሻ൰

்್ೞ ∆்⁄

 
(4) 

3.3 Model Implementation 

The parametric model was implemented using STK 
to perform its satellite modelling and line-of-sight 
(LOS) calculations (MacNeil, 2015). The MATLAB 
scripting language was also selected for use, as it 
integrates directly with STK and automates the 
execution of STK commands. The model 
implementation was driven by a series of MATLAB 
scripts to perform LOS analysis in STK between a 
satellite sensor, representing exactView-1 AIS, and 
three predefined AORs (shown in white in Figure 1). 

These line-of-sight analyses are referred to in STK 
as access calculations.  

 

Figure 1: Three Canadian AORs (white outlines) and the 
exactView-1 AIS sensor FOV (cyan overlay) over time 
when access is available to each AOR. 

The parametric model was designed to take 
geographically-tagged JavaScript Object Notation 
(GeoJSON) S-AIS messages from the exactEarth 
satellite feed and calculate the probability of 
extracting an uncorrupted message when the 
exactView-1 AIS sensor FOV has access to an AOR. 
One day’s worth of S-AIS position reports 
(approximately 4.5 million messages) were filtered 
for Class A messages only. To reduce the problem 
set, the target areas were selected by the union of all 
areas covered by the exactView-1 AIS sensor 
footprint when the sensor had access, or LOS, to 
each of the AORs separately during the defined 
scenario period. This left approximately 2.2 million 
position reports to process. The execution of the 
model was then broken down into three sequential 
operations (MacNeil, 2015): 

1. Partitioning and reformatting S-AIS position 
reports into separate ship files based on unique 
Maritime Mobile Service Identity (MMSI) numbers; 

2. Creating the relative STK ephemeris and 
interval constraint files for each ship; and 

3. Analyzing the STK satellite-to-ship access 
data for each AOR, and collating the data to 
determine the probability of extracting an 
uncorrupted message for each observation period. 

Additional algorithm implementation details are 
provided in the paper’s appendix. 

4 RESULTS 

The partitioning and reformatting of the S-AIS 
position reports took 14.3 hours to complete on a 
3.20 GHz Intel® Core i5-4570 with 8 GB (3.18 GB 
usable) RAM and an Intel® HD Graphics 4600 
processor graphics card. The script produced over 
61,000 partitioned S-AIS ship data files. The script 
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excluded, or dropped, message rows that were not 
Class A position report messages.  

The execution of the script to create the STK 
ephemeris and interval constraint files for each ship 
took 7.5 hours to complete. The script produced over 
43,000 files of each type. The script excluded, or 
dropped, partitioned ship files that existed outside of 
all three AOAs.  

The creation of the STK scenario and analysis of 
the satellite-to-ship access took 7.7 hours to 
complete. Each sensor FOV included approximately 
29-39,000 individual ship objects. During the 
scenario, there were 11-14 access intervals for the 
AORs. Each access interval was treated as a separate 
observation period for the purposes of the following 
results.  

For the scenario considered, the execution time 
was relatively reasonable. However, it may prove 
challenging to remain within practical time limits 
when integrating further sensors into the mix, 
depending on the amount of computations that can 
be leveraged between sensors. One way to speed up 
the computations would be to take advantage of 
MATLAB and STK’s parallel processing features; 
however, both require specialized licensing. 

 
 

4.1 Uncorrupted Messages 

For each access interval, the probability of receipt of 
an uncorrupted message was calculated using Eq. 
(3). Given that the duration of each access interval 
varies, as does the number of messages received, the 
mean time (T) between messages could not be 
considered to be constant. T was calculated using 
the total access duration divided by the number of 
messages received for the given interval, Figure 2 
results, where the data points for the access intervals 
are shown individually (diamonds) on plots of the 
function from Eq. (3). The function plots match the 
access interval T values, while varying the number 
of ships in the FOV. As the number of ships in the 
FOV increases or the time between messages 
decreases the probability of receipt of an 
uncorrupted message decreases. Thus, as more ships 
that exist within the FOV and transmit messages 
more often, the more likely the signal collisions are 
to cause corruption in the messages.  
Previous implementations (such as Tunaley, 2011b; 
Parsons et al., 2013) assume that the mean time 
between messages and the observation time are 
fixed. Here, a single pass of the satellite is utilized 
over a variable observation time frame, as 
determined by the sensor’s access time to each

 
Figure 2: The fraction of messages that are uncorrupted as a function of number of ships in the sensor FOV and the mean 
time between messages. 
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AOR. This time frame is significantly longer than 
the average time a ship is visible within the sensor 
footprint. The mean time between messages is then 
calculated based on the received data within that 
time frame. This cross validates the equation 
parameters from Table 1, as well as the basic model 
for on-board processing system performance. 

4.2 Probability of Detection 

From Eq. (4), ܶ௦ ∆ܶ⁄  is essentially the count of the 
number of detections in the FOV over the duration 
of the access interval. Because the FOV is large and 
the access duration is long, the number of detections 
observed is in the thousands or tens of thousands. As 
a result, this term tends to zero, resulting in a near 
100% probability of detection of at least one 
uncorrupted AIS message from any given ship in the 
FOV. 

While edge effects from the shape of the 
footprint (which is a circular beam projected at an 
angle over a spherical surface) will reduce the 
amount of time some ships will remain observed, the 
observed time would have to be reduced by more 
than 92% to see any less than 99% probability of 
detection of at least one correct AIS message. 

5 DISCUSSION 

Since the purpose of this work was to create a 
simple preliminary model that could be used as the 
basis for further integrated model development, 
there were some noted issues that are planned to be 
addressed in future work. 

5.1 Message Quantity and Quality 

The GeoJSON data is contained in a large text file 
that is organized according to a contact identification 
column and not by date/time stamp, which makes it 
difficult to perform read search and sort operations 
in MATLAB. Initial file parsing would likely be 
better suited to database operations either through a 
performed with Structured Query Language (SQL) 
commands through either a Python or C++/C# 
application (MacNeil, 2015). An application written 
in Python would be easier to update and modify 
since it is a dynamically typed scripting language, 
and could be integrated with technologies such as 
ArcGIS for geo-filtering of data points. Programs 
written in C++/C# are compiled to native machine 
code, and can be very computationally quick. An 

application written in C# would also easily integrate 
with the STK Integration plugin. 

Naturally, since the topic deals with corrupted 
AIS messages, the quality of the data from the AIS 
feed can be an issue to parse. From the data, it was 
noted that there were objects that travel semi-
erratically across the globe, ship MMSIs which 
consistently reported the same, or very similar, 
invalid positions, and objects which contain a single 
invalid, potentially corrupt message. The first step in 
helping to resolve some of these issues would be to 
filter the AIS messages based on Tunaley (2013). 
This would restrict the MMSIs to valid ship codes of 
interest. By extending the model to more satellites 
and to global coverage, location-specific issues 
should also be resolved. 

It is also important to note that the precision of 
the GeoJSON formatted S-AIS data’s report and 
received date/time is to the second. The time length 
of a single AIS transmission time slot is 0.0267 
seconds. Thus, a small amount of error is introduced 
when parsing the data. 

5.2 Model Refinement 

At the moment, the values for the parameters in the 
governing equations are primarily taken from 
Tunaley (2011b). The next level of refinement to the 
model would be to determine the current values for s 
and q based on the scenario satellite data instead of 
using a constant value. While a brief analysis of the 
 value revealed that the difference between a fixed ݏ
and dynamic value is small; it represents an increase 
in fidelity of the model and supports extensibility to 
other satellites. This would require implementing 
Høye’s (2004) model to determine the value based 
on STK’s exactView-1 satellite object’s altitude and 
the partition of the satellite’s sensor detection area. 

As mentioned in Section 4.1, the model and 
scripts should be modified to support the entire 
exactEarth™ satellite constellation. This would 
enable the computation of the performance of the 
sensor system as a whole. 

As well, the model and scripts could also support 
global coverage analysis. This would require the 
removal of the dependency on the AOR access times 
from the current model and the addition of another 
time analysis metric (MacNeil, 2015). 

5.3 Model Integration 

It is intended that, once the entire satellite 
constellation is modelled, this becomes a sub-model 
in a larger, layered approach to surveillance 
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capability planning and reporting. Thus, rather than 
trying to compare apples to oranges with 
active/passive versus co-operative sensors, the 
overall performance of the S-AIS sensor system can 
be utilized in a simplified fashion to compute the 
probability of detecting ships. Other sensors and 
platforms can be integrated over various time frames 
to determine what combination of capabilities 
provides sufficient temporal and spatial coverage of 
the AOR to meet the decision-makers’ requirements. 

6 CONCLUSIONS 

A parametric model (Tunaley, 2011b) for S-AIS 
senor performance was successfully implemented in 
STK. Utilizing data from the real S-AIS feed, the 
model was able to determine the percentage of 
uncorrupted AIS messages and the probability of 
detection of at least one correct AIS message 
received during an observation interval for a one-day 
scenario period. This model provided a reasonable 
start towards building a more complex, layered 
model of surveillance capabilities for reporting and 
forecasting for defence security, law enforcement, 
and regulatory applications.  

The implementation utilized real-world data to 
cross-validate the model assumptions and 
application over a wide variety of inputs. It is 
important to note that the model implementation was 
not actively calculating the effect of message 
overlap based on S-AIS sensor altitude and footprint 
width for the different satellite altitudes during its 
orbit. Although an analysis of the effect of message 
overlap revealed that the difference between the 
static and calculated values would be minor; further 
model refinements should still take such details into 
account. The model and scripts serve as a foundation 
for future improvements and extensions in both the 
scope of the model and the performance of the 
implementation. 
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APPENDIX 

The parametric model is written in MATLAB as a 
series of steps (Figure 3) that process the selected 
user input data, perform all necessary conversions, 
and control the execution of STK to compute the 
LOS calculations necessary to support computation 
of the probability of reception of an uncorrupted 
message given the number of ships in the sensor’s 
FOV over a given period of time.  

 

Figure 3: Parametric model implementation in MATLAB. 

Select GeoJSON
AIS File Parse Text File

Filter Position 
Reports by Class 

Type

Selected S‐AIS Text 
File

Selected S‐AIS Text 
File

Selected S‐AIS Text 
File

Position Report 
(Class A) by 
Unique MMSI

Files 
created 

successfully

No
Exit

Yes

For Each File, Read 
in Raw Ship Data

Ship in AOR
No

Yes

Perform Time and 
Coordinate 
Conversions

Sort Messages 
According to 
Report Time

Create STK 
Ephemeris  and 
Temporal Interval 
Constraint Files

Files 
created 

successfully

No

Exit

Yes

Create STK 
scenario

Calculate Access 
Between Sensor 

and  AOR

For Each File, 
Generate Ship in 

Scenario

Ship‐Satellite Access 
Interval Occurs During 

an AOR‐Satellite 
Access Interval

No
Exit

Yes

Apply Parametric 
Model to Calculate # of 

Transmissions in 
Satellite‐AOR Access

Probability of 
Receiving An 

Uncorrupted Message 
During Scenario Period

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

218



Design a Study for Determining Labour Productivity Standard in 
Canadian Armed Forces Food Services 

Manchun Fang 
Centre of Operational Research and Analysis, Defence Research Development Canada,  

National Defence Canada, 101 Colonel By Drive, Ottawa, Canada 
manchun.fang@forces.gc.ca 

Keywords: CAF Food Services, Performance Measure, Labour Productivity, Study Design. 

Abstract: Canadian Armed Forces (CAF) Food Services recently implemented a standardized menu at all static 
service locations. Within this new regime, CAF Food Services requires a standard against which they can 
measure labour performance and use to inform future rationalization of staffing. To start, a pilot study was 
conducted in February and March 2015 to collect labour performance data. In this paper, we review the 
results from the pilot study. Due to issues identified with the pilot study, this paper also proposes a revised 
design and analytical approach for a follow-on study. 

1 INTRODUCTION 

Canadian Armed Forces (CAF) Food Services is a 
decentralized function with an estimated value 
exceeding $150 Million in cost per year for fresh 
feeding. As functional authority for CAF Food 
Services, Strategic Joint Staff (SJS) Directorate 
Food Services recently implemented a three-week 
National Standardized Cycle Menu (NSCM) on all 
static feeding facilities, which has been rolled out 
across all CAF static feeding facilities since the 
beginning of November 2014. However, currently 
CAF Food Services does not have a labour 
performance standard that can be used to measure 
and compare the labour performance in CAF Food 
Services (Mat J4 2014).  

Unlike most of other food industry, the CAF 
Food Services is not profit driven and fulfilling the 
operational needs is its first priority. Determining a 
CAF specific labour performance standard for CAF 
Food Services is significant. As a start, SJS 
Directorate Food Services planned a pilot study and 
collected labour performance data in February and 
March 2015. Directorate Materiel Group 
Operational Research (DMGOR) was later tasked to 
provide analytical support. The objective of this 
work is to review the results from the pilot study. 
Furthermore, due to the issues identified with the 
pilot study, the work is also used to provide SJS 
Directorate Food Services a more rigorous study 

design and analytical approach for a future follow-
on study. 

2 RESULTS FROM THE PILOT 
STUDY 

2.1 Data Collection 

It is noted here that Operational Research and 
Analysis was not significantly consulted to set up of 
the pilot study including the aspects, e.g., the target 
determination, sample selection, and the sample size 
determination. In addition, the grouping of facilities 
and the order of visits were determined by financial 
consideration, i.e., minimizing the travel cost, not by 
statistical consideration. Furthermore, the choices of 
the dates were not randomly selected and the 
facilities were aware of the dates of visits prior to 
the data collection.  

An existing Excel-based Labour Performance 
Data Collection Tool (Whiting 2015) was used in 
the data collection process. Annex A Tables A1 
provides a summary of data obtained from the pilot 
study.  

2.2 Data Exploration 

This section will summarize the results from the 
pilot study. Although the design of the pilot study is 
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not ideal, it provides useful prior information needed 
for designing a more rigorous future follow-on 
study. 

Volume of Activity 

In CAF Food Services, Volume of Activity is used 
to record the number of meals (including breakfast, 
lunch and dinner) served in a facility during a fix 
time period (e.g., daily, monthly or yearly). For the 
pilot study, Volume of Activity records the total 
number of meals served during the pilot study 
period, i.e., a five day period. The Volume of 
Activity for five days ranges from 2,161, 2,335, 
3,037, 4,514, 10,613 and 17,883 for Halifax, 
Esquimalt, Trenton, Wainwright, Gagetown and 
Saint-Jean respectively. 

Number of Meals per Labour Hour 

The number of meals per labour hour is calculated 
by dividing the total number of meals served by the 
total number of labour hours spent including labour 
hours spent by both military and civilian employees 
see eqn. (1): 
 
																		ݎݑ݄	ݎݑܾ݈ܽ	ݎ݁	ݏ݈ܽ݁݉	݂	ݎܾ݁݉ݑܰ

ൌ
݀݁ݒݎ݁ݏ	ݏ݈ܽ݁݉	݂	ݎܾ݁݉ݑܰ
݈ܽݐܶ ݐ݊݁ݏ	ݏݎݑ݄	ݎݑܾ݈ܽ

 
(1) 

 
There is a large variation on the number of meals 

per labour hour across facilities calculated, which 
are 1.8, 1.9, 3.6, 3.9, 4.3 and 5.3 for Esquimalt, 
Halifax, Wainwright, Gagetown, Trenton and Saint-
Jean respectively (data from Table A.1).  

The Volume of Activity is reported as the most 
important factor that has impact on the labour 
productivity (Tremblay 2004). The data from the 
pilot study also suggests that except for Trenton 
(Different from the other facilities, Trenton also 
provides flight feeding which requires less time on 
serving the food than the in person serving.), there is 
a relationship between the Volume of Activity and 
the Number of Meals Per Labour Hour: i.e., the 
greater the Volume of Activity, the greater the 
Number of Meals Per Labour Hour (which is 
consistent with the finding in Tremblay 2004) (See 
Figure 1).  

 
Figure 1: Volume of activity vs. number of meals per 
labour hour. 

Labour Cost per Meal  

Table 1 shows that labour cost per meal varies 
significantly across facilities, which is $3.85, $4.83, 
$6.22, $6.89, $13.35 and $13.57 for Saint-Jean, 
Trenton, Gagetown, Wainwright, Halifax and 
Esquimalt respectively. Some facilities have much 
higher labour costs per meal than the others, e.g., 
Halifax and Esquimalt. It needs to be noted that the 
food material costs and non-food costs (e.g., cost for 
paper plates) are not included in these figures. 
Therefore the total cost per meal (including all 
labour, food material and non-food costs) should be 
even higher. As such, the total cost per meal in some 
facilities apparently will not be recoupable by the 
payments from the diners. 

Table 1: Labour cost per meal by facility. 

Facility # of Total  Labour  
Saint-Jean 17,883 $68,775 $3.85 

Trenton 3,037 $14,678 $4.83 
Gagetown 10,613 $65,972 $6.22 

Wainwright 4,514 $31,117 $6.89 
Halifax 2,161 $28,855 $13.35 

Esquimalt 2,335 $31,686 $13.57 

SJS Directorate Food Services reported that the 
labour rate per hour is the same across CAF Food 
Services facilities. Therefore, the labour cost per 
meal is mainly influenced by the labour 
productivity, i.e., the number of meals per labour 
hour. It is intuitive that the more meals per labour 
hour produced the less labour cost per meal. Figure 
2 shows this negative correlation between the 
number of meals per labour hour and labour cost per 
meal. 
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Figure 2: Labour cost per labour hour and number of 
meals per labour hour. 

Additionally, since salary difference exists 
among different ranks of military cooks and between 
military and civilian cooks, the labour cost per meal 
will also be influenced by rank composition of 
military cooks and civilian and military labour ratio 
in the facility (see Figure 3).  

Figure 3 shows the percentage of civilian hours 
versus military hours in preparing the meals across 
facilities. The multiple proportion test shows there is 
a significant difference (p-value<0.01) on civilian 
military hours ratios among facilities. The figures 
for Halifax and Saint-Jean facilities are significantly 
different; Halifax uses the least civilian labour 
(52%) and Saint-Jean uses the most civilian labour 
(90%) among all six facilities. 

 

Figure 3: Percentage of civilian vs. military hours spent on 
preparing meals in the six facilities. 

All these data have been incorporated in the 
calculation of the labour cost per meal in the pilot 
study. 

3 STUDY DESIGN  

Due to the issues identified about the approach taken 
to conduct the pilot study, a new study and its 
alternative details in study design and method of 
analysis are proposed.  

3.1 Objective of the Study 

The study design is driven and determined by the 
objective of the study. Ultimately, CAF Food 
Services would like to establish a labour 
performance standard that can be used to measure 
and compare the measure performance and inform 
food services staffing. For this study, as requested, it 
will only focus on the quantitative side of the labour 
performance, i.e., the labour productivity. 

3.2 Two Labour Performance 
Standards Should Be Established 

With regard to the labour productivity, the first 
question is: can we set up a uniform labour 
productivity standard for all facilities in CAF Food 
Services? 

Due to the big variation currently existing on the 
labour productivity across facilities (as shown in 
Figure 1), we believe it does not make sense to 
establish just one labour productivity standard at this 
time. Based on the data from the pilot study, it is 
recommended two labour performance standards be 
established at first: 
 one labour performance standard for small 

facilities (in terms of facilities with small 
Volumes of Activity); and 

 one for large facilities (in terms of facilities 
with large Volumes of Activity) 

3.3 Choice of Target Population  

The target population is the population about which 
information is wanted (Cochran 1977). The choice 
of the target population should be determined by the 
objective of the study. The choice of target 
population will profoundly affect the statistics that 
result (Lohr & Stratton 2010). Should the target 
population be composed of all feeding facilities in 
CAF Food Services? The answer is “No”. The 
reason is because the objective of this study is to 
develop a labour performance standard for the CAF 
Food Services not just to get an overall labour 
performance measure for CAF Food Services. 
Rogers 2014 provides a clear definition of 
“standard”: “Standard can refer to an aspect of 
performance, or to the level of performance, or to a 
combination of both. These standards can be 
considered minimum levels required, or levels 
required to be considered best practice.” In our 
context, the labour performance standard here refer 
to the aspect of labour productivity and the level of 
the labour productivity; and the standard is 
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considered as the best practice in CAF Food 
Services. Therefore, to determine the labour 
productivity standard for the CAF Food Services, we 
do not recommend using the entire CAF feeding 
facilities as the target population; instead we 
recommend the target population consist of facilities 
which represent the best practice in CAF Food 
Services in terms of labour performance, i.e., labour 
productivity in this study.  

Therefore, based on military knowledge about 
CAF Food Services, SJS Food Service provided the 
following seven facilities to form the target 
population, i.e., Saint-Jean, Gagetown, Trenton, 
Wainwright, Shilo, Cold Lake and Bagotville. These 
facilities were chosen based on the following 
considerations:  
 examples of CAF feeding facilities with good 

labour performance, from which the labour 
performance standard can be drawn from; 

 regional consideration (i.e., west, central and 
east); and 

 choice of both operational and training 
facilities.  

3.4 Suggested Grouping of Facilities  

According to the annual Volume of Activity for 
FY14/15 obtained from (Whiting and St-Cyr 2015 & 
Whiting 2015), these seven facilities have been 
classified into two groups (Table 2), i.e., small and 
large facility groups. The facility is classified as a 
small facility if its annual Volume of Activity is less 
than 100,000 meal day (Meal day is another way to 
measure the Volume of Activity. One meal day is 
equal to three meals.); while the facility is classified 
as a large facility if its annual Volume of Activity is 
equal to or greater than 100,000 meal days (Record 
of Discussion May 2015). Based on these criteria, 
Saint-Jean, Gagetown, Trenton and Wainwright are 
classified as large facilities while Shilo, Cold Lake 
and Bagotville are classified as small facilities.  

As described in Section 3.2, two labour 
performance standards should be established for 
these two groups respectively.  

Table 2: Grouping of seven facilities. 

Facility Meal days Grouping 
Gagetown 267,514 Large 
Trenton 127,044 Large 

Wainwright 136,269 Large 
Saint-Jean 347,940 Large 

Shilo 57,590 Small 
Cold Lake 69,180 Small 
Bagotville 37,260 Small 

3.5 Choice of Measure  

We agree with (Tremblay 2014) that labour 
productivity can be used as a quantitative measure of 
food service performance, and the number of meals 
per labour hour can be used to measure labour 
productivity. In addition to quantitative measures, 
qualitative measurer should also be included in 
developing the labour performance standard for 
CAF Food Services, e.g., customer satisfaction 
(mentioned in CAF Food Services Menu 2013 as 
well). Both quantitative and qualitative measures 
together should form a holistic view of labour 
performance in CAF Food Services. However due to 
the scope of this study, it was agreed that only the 
quantitative side of the labour performance is 
investigated in this study.  

According to (River 2000), productivity is 
defined as a relationship between the total amount of 
goods or services being produced (outputs) and the 
organizational resources needed to produce them 
(inputs). The labour productivity here, i.e., the 
number of meals per labour hour, is calculated (see 
eqn. (1)) by dividing the total number of meals by 
the total number of labour hours spent.  

3.6 Suggested Method for Considering 
NSCM and How to Define the 
Sampling Frame 

CAF Food Services cannot easily change the number 
of staff in facility solely when the menu changes. 
NSCM is a three-week cycle menu; hence each 
cycle is composed of 21 days. Over the span of one 
year, this cycle will be repeated just a bit more than 
17 times. To simplify the study and to take budget 
constraints into consideration, it should be assumed 
that the 17 cycles are the same. Therefore, we should 
be able to focus the future labour study within one 
cycle. Hence, a random sample should be drawn 
from 21 days, just a full cycle of NSCM; and the 
order and dates of on-site visits should be randomly 
selected.  

The sampling frame for this study should be a 
list of consecutive dates between the study starting 
date and the 21st date that follows the starting date. 
Once SJS Directorate Food Services determines the 
start date of the data collection for the future labour 
study, the sampling frame can be determined 
immediately.  
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3.7 Suggested Sampling Method 

In order to reflect real operations, randomization of 
the dates for on-site visits is necessary and 
important. The dates should be randomly selected 
and should not be revealed to the facility in advance.  

Further exploration shows the variation within 
each individual facility on labour productivity is 
smaller relatively to the variation between facilities. 
One-way analysis of variance (ANOVA) was used 
to test the between and within facility variation on 
labour productivity (See Table 3), i.e., number of 
meals per labour hour (data from Table A).  

Therefore, instead of a simple random sampling, 
a stratified random sampling method can be used. 
Each facility should be treated as a stratum in both 
small and large facility groups. The stratified 
random sampling should be conducted in the 
following steps:  
 First, clearly specify the strata (each facility is 

treated as a stratum); 
 Then, within each stratum (i.e., each facility), 

use a simple random sampling method to 
select a random sample of days from the 
established sampling frame for the on-site 
visit; 

 Collect data from each visit and calculate the 
labour productivity for each facility; and 

 Pool the results from all facilities (i.e., all 
strata) within the group (large or small) to get 
an overall labour productivity measure for the 
group. 

The advantages of this stratified random 
sampling method are:  
 separate estimates can be obtained for each 

stratum (i.e., each individual facility) without 
additional sampling; and  

 since the data are more homogeneous within 
each stratum, the stratified sampling estimator 
usually has smaller variance than the 
corresponding simple random sampling 
estimators from the same sample size, i.e., a 
stratified sample can provide greater precision 
than a simple random sample of the same size. 

3.8 Sample Size and Sample Allocation  

In order to do sampling, the sample size and sample 
allocation should be determined first. The following 
definitions are used in this determination. Noted 
here, as mentioned in Section 3.7, each facility is 
treated as a stratum in the following calculation.  

T	
total number of facilities in large or 
small facility group 

ܰ	
total number of units in the ݅௧ 
facility, ݅ ൌ 1, 2, … , ܶ 

ܰ	 total number of units in all facilities 

݊ 	
number of samples for the ݅௧ 
facility, ݅ ൌ 1, 2, … ,  ݏ

݊	 the total sample size for all facilities 

ݓ 	
the proportion of the sample which 
will be allocated to the ݅௧ facility 

ܥ 	
cost of obtaining a sample from the 
݅௧ facility 

	ߪ
standard deviation for the ݅௧ 
facility 

	ොݕ
mean for large or small facility 
group 

	ොሻݕሺݎܸܽ
Variance for the mean of the large 
or small facility group 

	పෝݕ
mean for ݅௧ facility in large or 
small facility group 

	ݖ
the upper 0.025 (i.e., 0.05/2) critical 
point of the standard normal 
distribution 

What is the sample size for estimating mean 
labour productivity for the large or small facility 
group to within some margin of error (noted as b) 
with 95% probability? This question can be 
translated into eqn. (2): 

Table 3: Between and within group variation.  

Sum of Square f Mean Square F Significance 

Between Groups 54.228 5 10.846 35.992 .000 

Within Groups 7.232 24 0.301   

Total 61.460 29    
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ොሻሿଵ/ଶݕሺݎሾܸܽݖ ൌ ܾ	 (2)

Since the Stratified Random Sampling method is 
used and the samples are drawn independently from 
the strata, an unbiased estimator of the sample 
variance (ܸܽݎሺݕොሻሻ for the large or small facility group 
can be calculated using eqn. (3) (Cochran 1977):  
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where ݊ ൌ  .ݓ݊

Replacing ܸܽݎሺݕොሻሻ in eqn. (2), eqn. (2) is changed to  
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Solving this margin of error equation for ݊ leads to:  
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Using this equation and based on data obtained from 
the large or small facility group from the pilot study, 
the total sample size ݊, required for estimating mean 
labour productivity to within some margin of error b 
with 95% probability can be calculated for the large 
and small facility groups respectively (see Annex 
B).  

However, there is still one parameter ݓ which 
needs to be determined. The variable ݓ represents 
how the sample is allocated to the ݅௧ stratum. There 
are several ways to allocate the sample (Cochran 
1977, Lohr & Stratton 2010, Montgomery & 
Stratton 2010); the following allocation scheme is 
recommended:  

ݓ ൌ
ܰߪ/ඥܥ

∑ ܰߪ/ඥܥ்
ୀଵ

 (6)

݊ ൌ ݊ ܰߪ/ඥܥ
∑ ܰߪ/ඥܥ்
ୀଵ

       (7)

This allocation scheme was chosen based on the 
following considerations:  
 larger sample size should be assigned to strata 

containing larger number of elements  
(i.e., larger ܰሻ; 

 larger sample on less homogeneous strata (i.e., 
larger ߪ); and 

 smaller samples from strata with higher cost 
(i.e., higher ܥ). 

In summary, the equations above provide not 
only the calculation of total sample size but also the 
sample size allocation.  

To be conservative and to consider the data 
obtained from a less ideally designed pilot study, the 
sample sizes determined based on the pilot data have 
been inflated to the next integer (see Annex B).  

It needs to be noted in the pilot study, the small 
facility group was formed by two small facilities, 
i.e., Halifax and Esquimalt. Unfortunately, Cold 
Lake, Shilo and Bagotville were not included in the 
pilot study. Due to insufficient data for Shilo, Cold 
Lake and Bagotville from the pilot data and to get a 
more robust estimation, the pooled ߪ  from the small 
facility group in pilot study (i.e., Halifax and 
Esquimalt) was used for Cold Lake, Shilo and 
Bagotville. The detailed sample size calculation and 
sample allocation can be found in Annex B. In 
summary, for large facility group, 16 random 
samples are needed in total. The number of samples 
allocated for Wainwright, Trenton, Saint-Jean and 
Gagetown are 4, 5, 3 and 4 respectively. For small 
facility group, 13 random samples are needed in 
total. The sample size for Bagotville, Shilo and Cold 
Lake are 5, 4 and 4 respectively.  

3.9 Suggested Method to Determine the 
Labour Productivity  

Once the data for the selected facilities are collected, 
the labour performance measurer (i.e., labour 
productivity) and its variance can be determined.  

Two sets of labour productivity will be 
determined: one for large facility group and one for 
small facility group. The pooled labour productivity 
for the large/small facility group can be calculated 
using a weighted average of the labour productivities 
(i.e., number of meals per labour hour) across 
selected facilities within the large/small facility 
group (see eqn.(8)). The weights individual facility 
(i.e., individual stratum) receiving is ܰ/ܰ. As 
(Cochran 1977) pointed out this self-weighting 
scheme is time-saving. The same weighting scheme 
is used for calculating the variance for the estimated 
pooled labour productivity (see eqn. (9)). 
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ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

224



As discussed earlier in Section 3.3, specifically 
in our context, the labour performance standard 
refers to the aspect and the level of labour 
productivity; and the standard is considered as the 
best practice in CAF Food Services. As these labour 
productivity measures are generated from the 
selected CAF Food Service facilities of best 
practice, the labour productivity generated from the 
next labour study can be considered as the initial 
standard. It needs to be noted that establishing the 
labour performance standard will be an evolving 
process. Although the current study does not 
produce a labour performance standard directly, it is 
significant since it is one of the building blocks in 
the early stage which will support the establishment 
of the first labour performance standard for CAF 
Food Services.  

4 CONCLUSIONS 

4.1 Summary 

This paper first reviews the results from the pilot 
study conducted in February and March 2015 for 
CAF Food Services. Due to the issues identified 
with the pilot study, this report also proposes a 
revised design and analytical approach for a follow-
on study.  

In summary, the target population is composed 
of two groups, i.e., the large facility and small 
facility groups. The large facility group consists of 
Wainwright, Trenton, Saint-Jean and Gagetown; and 
the small facility group consists of Bagotville, Shilo 
and Cold Lake. These are chosen as facilities of best 
practice on labour performance based on military 
knowledge and judgement. A stratified random 
sampling method is suggested being used to get the 
random samples for the target population. With the 
same sample size, a study with a stratified random 
sampling scheme will be able to produce a more 
precise estimator compared to that with a simple 
random sampling scheme. The sample size and 
sample allocation have been determined based on 
the data obtained from the pilot study. In summary, 
for the large facility group, 16 random samples are 
needed in total. The number of samples allocated for 
Wainwright, Trenton, Saint-Jean and Gagetown are 
four, five, three and four respectively. For the small 
facility group, 13 random samples are needed in 
total. The sample size for Bagotville, Shilo and Cold 
Lake are five, four and four respectively. The 
approach for calculating weighted stratified random 

sample estimates and their corresponding variances 
are also determined for the future study.  

Although according to the client’s request, this 
study focuses only on the quantitative side of the 
labour performance, we believe in order to provide 
the labour performance standard for CAF Foods 
Services, not only the quantitative measure, but also 
qualitative measure of labour performance should be 
considered. Therefore, if it is financially permitted, 
we recommend that a social study (using techniques, 
e.g., customer surveys, interviews, or focus groups) 
be conducted to measure the qualitative aspects of 
the labour performance. Only focusing on the labour 
productivity may drive the facilities to pursue fast 
but not high quality food services.  

4.2 Significance of the Study  

Unlike most of the other food industries, CAF Food 
Services is not profit driven and fulfilling the 
operational needs is its first priority. Given that the 
CAF Food Services does not have a labour 
performance standard, establishing one is 
significant.  

It is beneficial to provide a labour performance 
standard (i.e., level of labour performance of best 
practice here) against which a performance of a CAF 
Food Services facility can be measured and 
compared. Once developed, this labour performance 
standard could then be used to ensure food service 
facilities to provide efficient and effective food 
service support to the CAF and may inform future 
rationalization of staffing within CAF Food 
Services. Routine measurement of labour 
performance could also provide a way for CAF Food 
Services managers to monitor and track operational 
improvements over time. This study focuses on the 
quantitative side of the labour performance, i.e., 
labour productivity. As summarized in (River 2000), 
productivity measures can play a key role in 
business process redesign and optimization, 
assessing maximum sustainable outputs, lowering 
products or service unit cost, and exploring the 
feasibility of out sourcing.  

Developing a labour performance standard will 
be an evolving process. Although the current study 
does not produce a labour performance standard for 
CAF Food Services directly, it outlines the requisite 
study design for data collection and an analytical 
approach for a future study, which will underpin 
future development of a labour performance 
standard for CAF Food Services. 
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ANNEX A: SUMMARY OF DATA  
FROM PILOT STUDY 

Table A: Summary statistics for Halifax obtained from the pilot study. 

Facility Day 
Civilian  
Hours 

Military 
Hours 

Civilian 
Wages 

Military 
Wages 

Total 
Hours 

Labour 
Costs 

# of  
Meals 

Meals/Hour 

 
 

Halifax 

D1 24 143 $615 $4086 167 $4701 483 2.9 
D2 120 90 $2502 $2688 210 $5191 496 2.4 
D3 152 143 $3216 $4157 295 $7373 444 1.5 
D4 144 90 $3084 $2688 234 $5773 398 1.7 
D5 136 98 $2901 $2917 234 $5818 340 1.5 

 
 

Gagetown 

D1 334 158 $6875 $4778 492 $11653 2180 4.4 
D2 342 203 $7058 $5977 545 $13034 2272 4.2 
D3 396 225 $8276 $6618 621 $14894 2224 3.6 
D4 348 218 $7215 $6404 566 $13619 2266 4.0 
D5 326 203 $6810 $5962 529 $12773 1671 3.2 

Saint-Jean 

D1 614 83 $12,122 $2,534 697 $14,656 3816 5.5 
D2 630 68 $12,130 $2,106 698 $14,236 3556 5.1 
D3 606 68 $11,640 $2,106 674 $13,747 3606 5.4 
D4 556 53 $10,523 $1,664 609 $12,187 3523 5.8 
D5 620 60 $12,057 $1,892 680 $13,950 3382 5.0 

Wainwright 

D1 168 90 $3,738 $2,745 258 $6,484 992 3.8 
D2 168 83 $3,738 $2,517 251 $6,255 1051 4.2 
D3 192 83 $4,269 $2,517 275 $6,786 704 2.6 
D4 136 90 $2,992 $2,617 226 $5,610 963 4.3 
D5 152 90 $3,365 $2,617 242 $5,983 804 3.3 

Trenton 

D1 104 30 $2,217 $799 134 $3,016 558 4.2 
D2 80 45 $1,825 $1,170 125 $2,995 715 5.7 
D3 80 53 $1,825 $1,384 133 $3,209 650 4.9 
D4 72 45 $1,610 $1,226 117 $2,836 603 5.2 
D5 72 38 $1,610 $1,013 110 $2,622 511 4.7 

 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

226



Table A: Summary statistics for Halifax obtained from the pilot study (Cont.). 

Facility Day 
Civilian  
Hours 

Military 
Hours 

Civilian 
Wages 

Military 
Wages 

Total 
Hours 

Labour 
Costs 

# of  
Meals 

Meals/Hour 

Esquimalt 

D1 200 60 $4,400 $1,658 260 $6,058 435 1.7 
D2 176 83 $3,870 $2,271 259 $6,141 408 1.6 
D3 176 120 $3,870 $3,267 296 $7,137 426 1.4 
D4 152 98 $3,457 $2,668 250 $6,124 365 1.5 
D5 168 90 $3,830 $2,397 258 $6,227 701 2.7 

 
ANNEX B: SAMPLING  

As we discussed in Section 3.8, the sample size and 
sample allocation will be determined using eqns. (5), 
(6) and (7).  

The following sample size calculation and 
sample allocation are based on the information from 
the pilot study or provided by (Whiting June 8 
2015). The number of the total observation units is 
21 (a three-week full cycle of NSCM). For the large 
facility group:  
 Wainwright (i. e. , i ൌ 1) 

– Nଵ ൌ 21, σଵ ൌ 0.71, cଵ ൌ 2.4c 
– Using eqn. (6), the weight for Wainwright 

is calculated:	wଵ ൌ 0.33 
 Trenton (i. e. , i ൌ 2) 

– Nଶ ൌ 21,	σଶ ൌ 0.58,	cଶ ൌ c	
– Using	 eqn.	 ሺ6ሻ,	 the	weight	 for	Trenton	

is	calculated:	wଶ ൌ 0.27	
 Saint-Jean (i. e. , i ൌ 3) 

– Nଷ ൌ 21,	σଷ ൌ 0.32,	cଷ ൌ c	
– Using	 eqn.	 ሺ6ሻ,	 the	 weight	 for	 Saint‐

Jean	is	calculated:	wଷ ൌ 0.15	
 Gagetown (i. e. , i ൌ 4) 

– Nସ ൌ 21,	σସ ൌ 0.50,	cସ ൌ 1.9c 
– Using	 eqn.	 ሺ6ሻ,	 the	 weight	 for	

Gagetown	is	calculated:	wସ ൌ 0.24	
In the pilot study, the small facility group was 

formed by two small facilities, i.e., Halifax and 
Esquimalt. However it was determined later that 
these three facilities, i.e.,  Cold Lake, Shilo and 
Bagotville would be good examples of small feeding 
facilities in terms of labour performance. 

Although there was no data collected for these 
three small facilities, there is no problem to figure 
out the ܰ and ܿ	for Cold Lake, Shilo and 
Bagotville. To get a more robust estimation, the 
pooled standard deviation from Halifax and 
Esquimalt was used for Cold Lake, Shilo and 
Bagotville; therefore, the standard deviation for all 
three small facilities are computed to be, and 
assumed to be identical.  

For the small facility group: 

 Cold Lake (i.e.,i=1) 
– Nଵ ൌ 21,	σଵ ൌ 0.58,	cଵ ൌ 1.5c	
– Using	 eqn.	 ሺ6ሻ,	 the	weight	 for	Trenton	

is	calculated:	wଵ ൌ 0.34	
 Shilo (i. e. , i ൌ 2ሻ 

– Nଶ ൌ 21,	σଶ ൌ 0.58,	cଶ ൌ 1.7c	
– Using	 eqn.	 ሺ6ሻ,	 the	weight	 for	Trenton	

is	calculated:	wଶ ൌ 0.32	
 Bagtoville (i. e. , i ൌ 3ሻ 

– Nଷ ൌ 21,	σଷ ൌ 0.58,	cଷ ൌ 1.5c	
– Using	 eqn.	 ሺ6ሻ,	 the	weight	 for	Trenton	

is	calculated:	wଷ ൌ 0.34	
 Let ܾ ൌ 0.25 (initial determined, can be justified 

as required) and ݖ ൌ 1.96 (is the 97.5% percentile of 
the standard norm distributions, the critical value for 
95%), and according to eqn. (5), the sample size 
required is approximate 14.59 for estimating the 
mean of labour performance productivity for the 
large facility group with 95% probability with 
marginal error 0.25. Applying the corresponding 
weights, the sample allocation is calculated for each 
individual facility as follows:  
 Wainwright: n ൈ wଵ ൌ 3.86 ൎ 4 
 Trenton: n ൈ wଶ ൌ 4.90 ൎ 5 
 Saint-Jean: n ൈ wଷ ൌ 2.74 ൎ 3 
 Gagetown: n ൈ wସ ൌ 3.09 ൎ 4 

It needs to be noted that to be conservative and to 
consider the less ideal design of the pilot study, the 
sample sizes determined based on the pilot data have 
been inflated to the next integer. Therefore, the 
number of samples allocated for Wainwright, 
Trenton, Saint-Jean and Gagetown are 4, 5, 3 and 4 
respectively.  

The same procedure is used for calculating the 
sample sizes for the small facility group. Calculating 
based on eqn. (5), the total sample size of 12.44 will 
be required. Again, for the same reason, the sample 
size determined based on the pilot data via optimal 
allocation scheme have been inflated to the next 
integer. Therefore, the sample size for Bagotville, 
Shilo and Cold Lake are 5, 4 and 5 respectively:  
 Bagotville: n ൈ wଵ ൌ 4.27 ൎ 5 
 Shilo: n ൈ wଶ ൌ 3.99 ൎ 4  
 Cold Lake: n ൈ wଷ ൌ 4.17 ൎ 5   
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Abstract: In this paper we focus on games with a coalition structure. Particularly, we deal with the Owen value, the
coalitional value of the Shapley value, and we provide a computational procedure to calculate this coalitional
value in terms of the multilinear extension of the original game.

1 INTRODUCTION

Shapley (Shapley, 1953) (see also (Roth, 1988) and
(Owen, 1995)) initiated the value theory for coopera-
tive games. The Shapley value applies without restric-
tions and provides, for every game, a single payoff
vector to the players. The restriction of the value to
simple games gives rise to the Shapley–Shubik power
index (Shapley and Shubik, 1954), that was axioma-
tized in (Dubey, 1975) introducing the transfer prop-
erty. As a sort of reaction, Banzhaf (Banzhaf, 1965)
proposed a different power index that Owen (Owen,
1975) extended to a dummy–independent and some-
how “normalized” Banzhaf value for all coopera-
tive games. A nice almost common characterization
of the Shapley and Banzhaf values would be given
in (Feltkamp, 1995).

Games with a coalition structure were introduced
in (Aumann and Drèze, 1974), who extended the
Shapley value to this new framework in such a man-
ner that the game really splits into subgames played
by the unions isolatedly from each other, and every
player receives the payoff allocated by the restric-
tion of the Shapley value to the subgame he is play-
ing within his union. A second approach was used
in (Owen, 1977), when introducing and axiomatically
characterizing his coalitional value (Owen value).
The Owen value is the result of a two–step proce-
dure: first, the unions play a quotient game among
themselves, and each one receives a payoff which, in
turn, is shared among its players in an internal game.
Both payoffs, in the quotient game for unions and
within each union for its players, are given by ap-
plying the Shapley value. Further axiomatizations of
the Owen value have been given in e.g. (Hart and
Kurz, 1983), (Peleg, 1989), (Winter, 1992), (Amer

and Carreras, 1995) and (Amer and Carreras, 2001),
(Vázquez et al., 1997), (Vázquez, 1998), (Hamiache,
1999), (Hamiache, 2001) and (Albizuri, 2002).

Owen applied the same procedure to the Banzhaf
value and obtained the modified Banzhaf value or
Owen–Banzhaf value (Owen, 1982). In this case
the payoffs at both levels (unions in the quotient
game and players within each union) are given by the
Banzhaf value.

Alonso and Fiestras suggested to modify the two–
step allocation scheme and use the Banzhaf value
for sharing in the quotient game and the Shapley
value within unions. This gave rise to the symmetric
coalitional Banzhaf value or Alonso–Fiestras value
(Alonso and Fiestras, 2002). That same year, Car-
reras et al. considered a sort of “counterpart” of
the Alonso–Fiestras value where the Shapley value
is used in the quotient game and the Banzhaf value
within unions (Amer et al., 2002). Thus, the pos-
sibilities to define a coalitional value by combining
the Shapley and Banzhaf values were complete at that
moment.

In 1972 Owen introduced the multilinear exten-
sion (Owen, 1972) and applied it to the calculus of
the Shapley value. The computing technique based
on the multilinear extension has been applied to
many values: in 1975 to the Banzhaf value (Owen,
1975); in 1992 to the Owen value (Owen and Win-
ter, 1992); in 1994 to the Owen–Banzhaf value (Car-
reras and Magaña, 1994); in 1997 to the quotient
game (Carreras and Magaña, 1997); in 2000 to bino-
mial semivalues and to multinomial probabilistic in-
dices (Puente, 2000); in 2004 to the α–decisiveness
and Banzhaf α–indices (Carreras, 2004); in 2005 to
the Alonso–Fiestras value (Alonso et al., 2005); in
2011 to symmetric coalitional binomial semivalues
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(Carreras and Puente, 2011); in 2011 to semival-
ues (Carreras and Giménez, 2011); in 2015 to coali-
tional multinomial probabilistic values (Carreras and
Puente, 2015).

The present paper focus on giving a new computa-
tional procedure for the Owen value by means of the
multilinear extension of the game.

The organization of the paper is as follows. In
Section 2, a minimum of preliminaries is provided.
Section 3 is devoted to give a procedure to compute
the Owen value.

2 PRELIMINARIES

2.1 Cooperative Games

Let N be a finite set of players and 2N be the set of
its coalitions (subsets of N). A cooperative game on
N is a function v : 2N →R, that assigns a real number
v(S) to each coalition S⊆N, with v( /0) = 0. A game v
is monotonic if v(S)≤ v(T ) whenever S⊆ T ⊆ N and
simple if, moreover, v(S) = 0 or 1 for every S ⊆ N.
A player i ∈ N is a dummy in v if v(S∪{i}) = v(S)+
v({i}) for all S ⊆ N\{i}, and null in v if, moreover,
v({i}) = 0. Two players i, j ∈ N are symmetric in v
if v(S∪{i}) = v(S∪{ j}) for all S ⊆ N\{i, j}. Given
a nonempty coalition T ⊆ N, the restriction to T of a
given game v on N is the game v|T on T that we will
call a subgame of v and is defined by v|T (S) = v(S)
for all S⊆ T .

Endowed with the natural operations for real–
valued functions, i.e. v+ v′ and λv for all λ ∈ R, the
set of all cooperative games on N is a vector space
GN . For every nonempty coalition T ⊆ N, the una-
nimity game uT is defined by uT (S) = 1 if T ⊆ S and
uT (S) = 0 otherwise, and it is easily checked that the
set of all unanimity games is a basis for GN , so that
dim(GN) = 2n−1 if n = |N|.

By a value on GN we will mean a map f : GN →
RN , that assigns to every game v a vector f [v] with
components fi[v] for all i ∈ N.

Well known example of value is the Shapley value
ϕ (Shapley (Shapley, 1953)), defined as

ϕi[v] = ∑
S⊆N\{i}

ps[v(S∪{i})− v(S)

for all i∈N, v∈GN , where s= |S| and ps = 1/n
(n−1

s

)
.

Notice that this value is defined for each N. In fact,
it is defined on cardinalities rather than on specific
player sets: this means the weighting vector {ps}n−1

s=0
defines the Shapley value on all N such that n = |N|.
When necessary, we shall write ϕ(n) for the Shapley

value on cardinality n and pn
s for its weighting coef-

ficients. ϕ(n) induces values ϕ(t) for all cardinalities
t < n, recurrently defined by the Pascal triangle (in-
verse) formula given by Dragan (Dragan, 1997). That
is

pt
s = pt+1

s + pt+1
s+1 for 0≤ s < t, (1)

The multilinear extension (Owen, 1972) of a
game v ∈ GN is the real–valued function defined on
RN by

fv(XN) = ∑
S⊆N

∏
i∈S

xi ∏
j∈N\S

(1− x j)v(S). (2)

where XN denotes the set of variables xi for i ∈ N.
As is well known, both the Shapley and Banzhaf

values of any game v can be easily obtained from its
multilinear extension. Indeed, ϕ[v] can be calculated
by integrating the partial derivatives of the multilin-
ear extension of the game along the main diagonal
x1 = x2 = · · ·= xn of the cube [0,1]N (Owen, 1972)),
while the partial derivatives of that multilinear exten-
sion evaluated at point (1/2,1/2, . . . ,1/2) give β[v]
(Owen, 1975).

2.2 Games with Coalition Structure

Given N = {1,2, . . . ,n}, we will denote by B(N) the
set of all partitions of N. Each B ∈ B(N) is called
a coalition structure in N, and a union each member
of B. The so–called trivial coalition structures are
Bn = {{1},{2}, . . . ,{n}} (individual coalitions) and
BN = {N} (grand coalition). A cooperative game with
a coalition structure is a pair [v;B], where v ∈ GN
and B ∈ B(N) for a given N. Each partition B gives
a pattern of cooperation among players. We denote
by G cs

N = GN ×B(N) the set of all cooperative games
with a coalition structure and player set N.

If [v;B] ∈ G cs
N and B = {B1,B2, . . . ,Bm}, the quo-

tient game vB is the cooperative game played by the
unions or, rather, by the quotient set M = {1,2, . . . ,m}
of their representatives, as follows:

vB(R) = v(
⋃

r∈R

Br) for all R⊆M.

By a coalitional value on G cs
N we will mean a map

g : G cs
N →RN , which assigns to every pair [v;B] a vec-

tor g[v;B] with components gi[v;B] for each i ∈ N.
If f is a value on GN and g is a coalitional value

on G cs
N , it is said that g is a coalitional value of f iff

g[v;Bn] = f [v] for all v ∈ GN .
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2.2.1 The Owen Value

The Owen value (Owen (Owen, 1977)) is the coali-
tional value Φ defined by

Φi[v;P] = ∑
R⊆M\{k}

∑
T⊆Bk\{i}

pm−1
r pbk−1

t

[v(Q∪T ∪{i})− v(Q∪T )]

for all i∈N and [v;B]∈G cs
N , where Bk ∈B is the union

such that i ∈ Bk, Q =
⋃

r∈R
Br and

pm−1
r =

1
m

1(m−1
r

) , pbk−1
t =

1
bk

1(bk−1
t

) .

This coalitional value was axiomatically charac-
terized by Owen (Owen, 1977) as the only coalitional
value that satisfies the following properties: the natu-
ral extensions to this framework of
• efficiency
• additivity
• the dummy player property

and also
• symmetry within unions: if i, j ∈ Bk are symmet-

ric in v then
Φi[v;B] = Φ j[v;B]

• symmetry in the quotient game: if Br,Bs ∈ P are
symmetric in [v;B] then

∑
i∈Br

Φi[v;B] = ∑
j∈Bs

Φ j[v;B].

Finally, as Φ is defined for any N, the following
property makes sense and is also satisfied:
• quotient game property: for all [v;B] ∈ G cs

N ,

∑
i∈Bk

Φi[v;B] = Φk[vB;Bm] for all Bk ∈ B.

The Owen value can be viewed as a two–step al-
location rule. First, each union Bk receives its payoff
in the quotient game according to the Shapley value;
then, each Bk splits this amount among its players by
applying the Shapley value to a game played in Bk
as follows: the worth of each subcoalition T of Bk is
the Shapley value that T would get in a “pseudoquo-
tient game” played by T and the remaining unions on
the assumption that Bk\T leaves the game, i.e. the
quotient game after replacing Bk with T . This is the
way to bargain within the union: each subcoalition T
claims the payoff it would obtain when dealing with
the other unions in absence of its partners in Bk.

The Owen value is a coalitional value of the Shap-
ley value ϕ in the sense that Φ[v;Bn] = ϕ[v] for all
v ∈ GN . Besides, Φ[v;BN ] = ϕ[v].

3 A COMPUTATIONAL
PROCEDURE TO CALCULATE
THE OWEN VALUE

In this section we present a new computational proce-
dure to calculate this coalitional value. Before that,
we need two previous results that will be given in
Lemma 3.1 and Proposition 3.2.
Lemma 3.1. Let [v;B] ∈ G cs

N , B = {B1,B2, . . . ,Bm} a
coalition structure in N. The allocations given by Φ
to players belonging to a union B j can be obtained as
a linear combination of the allocations to unanimity
games uT , where T =V ∪W, V ⊆ B j and W ∈ 2B\B j .

.
Proof Each game v ∈ GN can be uniquely written as
linear combination of unanimity games

v = ∑
T⊆N: T 6= /0

αT uT ,

where αT = αT (v) = ∑S⊆T (−1)t−sv(S).

By linearity, for all i ∈ B j,

Φi[v;B] = ∑
T⊆N: T 6= /0

αT Φi[uT ]

and it suffices consider unanimity games uT with

T =V ∪Ai1 ∪Ai2 ∪ . . .∪Aip

V ⊆ B j, {i1, i2, ..., ip} ⊆M \{ j}
/0 6= Aiq ⊆ Biq , q = 1, ..., p.

According to the definition of the Owen value it is
easy to check that the allocations to players in B j only
depend on the allocations in the unanimity games de-
fined on inside coalitions in B j and entire unions out-
side B j. That is,

Φi[uT ;B] = Φi[uV∪Ai1∪Ai2∪...∪Aip
;B]

= Φi[uV∪Bi1∪Bi2∪...∪Bip
;B]. �

Notice that the number of unanimity games of this
form is (2b j −1)2m with b j = |B j| and m = |M|.

Proposition 3.2. Let B = {B1,B2, . . . ,Bm} be a coali-
tion structure in N. Fixed a union B j, the allocation
to a player i belonging to B j in a unanimity game
uT , T = V ∪Bi1 ∪ ·· · ∪Bih , V ⊆ B j and {i1, ..., ih} ⊆
M \{ j} is given by

Φi[uT ;B] =
(
ψ/ϕ j

)
i[uT ;B] =





ph+1
h pv

v−1 i ∈ T

0 i /∈ T

where (ph+1
s )h

s=0 and (pv
s)

v−1
s=0 are the weighting coef-

ficients of the induced Shapley value and ph+1
h = 1

h+1
and pv

v−1 =
1
v .
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Proof For i ∈ T we have

Φi[uT ;B] =

∑
R⊆M\{ j}

pm
r ∑

S⊆B j\{i}
p

b j
s [uT (Q∪S∪{i})−uT (Q∪S)]

where Q =
⋃

r∈R

Br, b j = |B j|, and s = |S|.

Only uT (Q∪S∪{i})−uT (Q∪S) does not vanish
for coalitions R such that {i1, ..., ih} ⊆ R ⊆ M \ { j}
and for coalitions S such that V \ {i} ⊆ S ⊆ B j \ {i}.
Then,

Φi[uT ;B] = ph+1
h pv

v−1

In case of i 6∈ T , all marginal contributions uT (Q∪S∪
{i})−uT (Q∪S) vanish. �

Example 3.1 On the players set N = {1,2,3,4,5,6},
let B = {{1,2,3},{4,5},{6}} be a coalition structure
on N. We will obtain the allocations to players i ∈ B1
according to Φ for the unanimity games u{1,2,4,6} and
u{1,2,4,5,6}. They are

Φi[u{1,2,4,6};B] = p3
2 p2

1 =
1
3

1
2
=

1
6
, for i = 1,2 and

Φ3[u{1,2,4,6};B] = 0,

where p3
2 = 1

3 and p2
1 = 1

2 are the corresponding
weighting coefficient of the induced Shapley value.

In a similar way and according to Lemma 3.1, for
u{1,2,4,5,6} we obtain

Φi[u{1,2,4,5,6};B] = p3
2 p2

1 =
1
3

1
2
=

1
6
, for i = 1,2 and

Φ3[u{1,2,4,5,6};B] = 0,

Notice that the allocations in both games are the
same because coalitions {1,2,4,6} and {1,2,4,5,6}
intersect the same unions B2 and B3.

In next theorem we present a new method to com-
pute the Owen value by means of the multilinear ex-
tension of the game.

Theorem 3.3. Let [v;B] ∈ G cs
N , B = {B1,B2, . . . ,Bm}

a coalition structure in N.
Then the following steps lead to the Owen value

of any player i ∈ B j in [v;B].

1. Obtain the multilinear extension f (x1,x2, . . . ,xn)
of game v.

2. For every r 6= j and all h∈Br, replace the variable
xh with yr. This yields a new function of xk for
k ∈ B j and yr for r ∈M\{ j}.

3. In this new function, reduce to 1 all higher expo-
nents, i.e. replace with yr each yq

r such that q > 1.
This gives a new multilinear function denoted as
g j((xk)k∈B j , (yr)r∈M\{ j}) (The modified multilin-
ear extension of union B j).

4. After some calculus, the obtained modified multi-
linear extension reduces to

g j((xk)k∈B j , (yr)r∈M\{ j})

= ∑
V⊆B j

∑
W⊆M\{ j}

λV∪W ∏
k∈V

xk ∏
r∈W

yr

5. Multiply each product ∏k∈V xk by p j,v
v−1 and each

product ∏r∈W yr by pw+1
w obtaining a new multi-

linear function called g j.
6. Obtain the partial derivative of g j with respect to

xi evaluated at point (1, . . . ,1) and

Φi[v;B] =
∂g j

∂xi
(1B j ,1M\{ j}).

Proof Steps 1–3 have been already used in many well
known works to obtain the modified multilinear ex-
tension of union B j. Step 4 shows the modified mul-
tilinear extension as a linear combination of multilin-
ear extensions of unanimity games. Step 5 weights
each unanimity game according to Proposition 3.2 so
that step 6 gives as usual the marginal contribution of
player i and his allocation Φi[v;B] is obtained. �
Example 3.2 Let v≡ [68;50,21,20,19,13,9,3] be the
7–person weighted majority game and the coalition
structure B = {{1},{2,3,5},{4},{6},{7}}. We will
compute Φ[v;B].

The set of minimal winning coalitions of the game
is

W m(v) = {{1,2},{1,3},{1,4},{1,5,6}},
so that players 2, 3 and 4 on one hand, and 5 and 6 on
the other, are symmetric in v. Moreover, player 7 is
null and the multilinear extension of v is
f (XN) =x1x2 + x1x3 + x1x4− x1x2x3− x1x2x4− x1x3x4

+x1x5x6 + x1x2x3x4− x1x2x5x6− x1x3x5x6

−x1x4x5x6 + x2x3x4x5 + x2x3x4x6− x1x2x3x4x5

−x1x2x3x4x6 + x1x2x3x5x6 + x1x2x4x5x6

+x1x3x4x5x6− x2x3x4x5x6.

The coalition structure is

B = {{1},{2,3,5},{4},{6},{7}}
and steps 1–4 in Theorem 3.3 give the modified mul-
tilinear extension of each union B j, for j = 1,2,3,4
(notice that player 7 is null in v and it is not necessary
to compute g5).

g1(x1,y2,y3,y4,y5) = x1y2 + x1y3−2x1y2y3 + y2y3,
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g2(x2,x3,x5,y1,y3,y4,y5) = x2y1 + x3y1 + y1y3

− x2x3y1− x2y1y3− x3y1y3 + x5y1y4 + x2x3y1y3

− x2x5y1y4− x3x5y1y4− x5y1y3y4

+ x2x3x5y3 + x2x3y3y4− x2x3x5y1y3

− x2x3y1y3y4 + x2x3x5y1y4 + x2x5y1y3y4

+ x3x5y1y3y4− x2x3x5y3y4,

g3(x4,y1,y2,y4,y5) = y1y2 + x4y1 + x4y2−2x4y1y2,

g4(x6,y1,y2,y3,y5) = y1y2 + y1y3 + y2y3−2y1y2y3.

Step 5 leads to g j for each j = 1,2,3,4.

g1(x1,y2,y3,y4,y5) = p1,1
0 p2

1x1y2 + p1,1
0 p2

1x1y3

−2p1,1
0 p3

2x1y2y3 + p3
2y2y3,

g2(x2,x3,x5,y1,y3,y4,y5) =

p1
0 p2

1x2y1 + p1
0 p2

1x3y1− p2
1 p2

1x2x3y1

+ p3
2y1y3− p1

0 p3
2x2y1y3− p1

0 p3
2x3y1y3

+ p1
0 p3

2x5y1y4 + p2
1 p3

2x2x3y1y3− p2
1 p3

2x2x5y1y4

− p2
1 p3

2x3x5y1y4− p1
0 p4

3x5y1y3y4 + p3
2 p2

1x2x3x5y3

+ p2
1 p3

2x2x3y3y4− p3
2 p3

2x2x3x5y1y3

− p2
1 p4

3x2x3y1y3y4 + p3
2 p3

2x2x3x5y1y4

+ p2
1 p4

3x2x5y1y3y4 + p2
1 p4

3x3x5y1y3y4

− p3
2 p3

2x2x3x5y3y4,

g3(x4,y1,y2,y4,y5) = p3
2y1y2 + p1

0q2
1x4y1

+ p1
0 p2

1x4y2−2p1
0 p3

2x4y1y2,

g4(x6,y1,y2,y3,y5) = p3
2y1y2 + p3

2y1y3

+ p3
2y2y3−2p4

3y1y2y3.

Finally, step 6 yields
m

Φ1[v;B] = 2p1
0 p2

1−2p1
0 p3

2 =
1
3 ,

m
Φi[v;B] = p1

0 p2
1− p2

1 p2
1− p1

0 p3
2 + p2

1 p3
2 + p3

2 p2
1

− p3
2 p3

2 =
5

36
, for i = 2,3,

m
Φ4[v;B] = 2p1

0 p2
1−2p1

0 p3
2 =

1
3 ,

m
Φ5[v;B] = p1

0 p3
2−2p2

1 p3
2− p1

0 p4
3 + p3

2 p2
1

− p3
2 p3

2 +2p2
1 p4

3 =
1

18
,

m
Φ6[v;B] = 0 and

m
Φ7[v;B] = 0.

4 CONCLUSIONS

As we have said before, the present work is focussed
on the calculus of the Owen value. More precisely, the
computation of players’ allocations are obtained from
the multilinear extension of the game. In the con-
text of games with a coalition structure, the multilin-
ear extension technique has been also applied to com-
puting the Owen value in (Owen and Winter, 1992);
as well as the Owen–Banzhaf value in (Carreras and
Magaña, 1994); in 1997 to the quotient game (Car-
reras and Magaña, 1997); the Alonso–Fiestras value
in (Alonso et al., 2005); the symmetric coalitional bi-
nomial semivalues in (Carreras and Puente, 2011);
and coalitional multinomial probabilistic values in
(Carreras and Puente, 2015). In all these cases, the
first three steps of the procedure are the same.

Instead, the consideration of the modified MLE
g j for the union B j obtained from the initial one has
changed the procedure: first, we weight the terms of
g j multiplying each product ∏k∈V xk by pv

v−1 and each
product ∏r∈W yr by qw+1

w obtaining a new multilin-
ear function called g j. Second, we obtain players’
marginal contributions by partial differentiation of g j.
This new procedure has an advantage with respect to
the traditional method: the allocations given by the
Owen value are available since the weighting coeffi-
cients pk−1

k and qk+1
k can be always easily obtained.
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Abstract: New technologies allow the production of goods to be geographically distributed across multiple job shops.
When optimising schedules of production jobs in such networks, transportation times between job shops and
machines can not be neglected but must be taken into account. We have researched a mathematical formula-
tion and implementation for flexible job shop scheduling problems, minimising total weighted tardiness, and
considering transportation times between machines. Based on a time-indexed problem formulation, we apply
Lagrangian relaxation, and the scheduling problem is decomposed into independent job-level sub-problems.
This results in multiple single job problems to be solved. For this problem, we describe a variable neigh-
bourhood search algorithm, efficiently solving a single flexible job (sub-)problem with many timeslots. The
Lagrangian dual problem is solved with a surrogate subgradient search method aggregating the partial solu-
tions. The performance of surrogate subgradient search with VNS is compared with a combination of dy-
namic programming solving sub-problems, and a standard subgradient search for the overall problem. The
algorithms are benchmarked with published problem instances for flexible job shop scheduling. Based on
these instances we present novel problem instances for flexible job shop scheduling with transportation times
between machines, and lower and upper bounds on total weighted tardiness are calculated for these instances.

1 INTRODUCTION

Manufacturing processes are executed across geo-
graphically distributed job shops. Despite this dis-
tribution, a globally optimised production schedule
is desirable to stay competitive. For implementation
of an optimisation algorithm for distributed produc-
tion networks, we have formulated a flexible job shop
problem with transport times to account for the distri-
bution. The jobs have to be scheduled across multi-
ple machines in the production network. Each job is
consisting of a defined sequence of operations. The
machines assigned to a specific job may be in dif-
ferent shops, requiring transport of the workpiece(s).
We regard flexible scheduling problems, i.e. an oper-
ation can be processed on alternative machines, where
each operation takes a different timespan to be com-
pleted. We do not consider transport resources with
limited capacities, hence we are not confronted with
the additional problem of routing transport resources.
Due dates for jobs are specified, and we consider total
weighted tardiness as overall objective function.

As the distribution of the production system is one

of the distinguishing features of our approach, distri-
bution as a general principle, guided the development
of our algorithm solving the outlined problem. The
scheduling problem has been divided into multiple
sub-problems that can be solved in a distributed man-
ner. In a physical modelling approach, a sub-problem
corresponds to a physical entity, e.g. a machine, a job
or a job shop. With a proper decomposition into sub-
problems, a distributed scheduling algorithm allows
dynamic scheduling with localised disturbance han-
dling, confined to a small set of sub-problems, and
performance improvements through concurrent com-
puting.
We modelled the problem decomposition based on a
sound mathematical foundation, and the distributed
scheduling algorithm provides not only high-quality
upper bounds on total weighted tardiness, but also
guaranteed lower bounds.

Lagrangian relaxation is a method satisfying these
requirements, with a substantial scientific track record
for job shop scheduling problems. Relevant work
can be found in (Hoitomt et al., 1993), (Wang et al.,
1997), (Chen and Luh, 2003), (Baptiste et al., 2008),
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(Buil et al., 2012), (Chen et al., 1998) and (Kaskavelis
and Caramanis, 1998). An analysis of the rele-
vant work shows that predominantly machine capac-
ity constraints are relaxed, based on a time-indexed
mathematical formulation. The resulting job-level
sub-problems (single job-shop scheduling problems)
are not N P -hard and they are solved with dynamic
programming, with its complexity depending on the
required number of timeslots for the scheduling prob-
lem instance. The dual problem. through which the
sub-problem solutions are brought together, is solved
with variants of subgradient search. The effect that
the single job-shop scheduling problems are solved
concurrently is, that the generated solution is (likely)
infeasible, with multiple job-operations scheduled on
a single machine. The favourite method for feasibility
repair is list scheduling.

Our work relies on the mainstream results of the
relevant work. In our approach we relax machine ca-
pacity constraints, we use subgradient search to solve
the dual problem and we use list scheduling for feasi-
bility repair.

However, when it comes to solving sub-problems,
dynamic programming is not efficient enough for
problem instances with many timeslots. Such prob-
lem instances can easily occur if we regard manu-
facturing networks with long transportation times be-
tween shops, respectively machines. We therefore
implemented a new heuristic for solving the sub-
problems in more time-efficient manner. For solving
the dual problem, we apply a surrogate subgradient
search, which allows the sub-problems to be solved
approximately. Thus we define our main research
contribution:

• Specification of novel problem instances for flex-
ible job shop scheduling with transportation times
between machines (FJSSTT), based on published
instances for flexible job shop scheduling. These
instances are used for benchmarking our algo-
rithms.

• A Variable Neighbourhood Search (VNS) algo-
rithm, efficiently solving job-level sub-problems
with many timeslots.

• Calculation of lower and upper bounds on to-
tal weighted tardiness for the novel FJSSTT in-
stances.

The remainder of the paper is structured as follows.
In section 2 we discuss the benchmark problem in-
stances and their extension with transportation times.
The mathematical model including problem formula-
tion and Lagrangian relaxation is described in section
3. Problem solving algorithms are discussed in sec-
tion 4, and computational results are provided in sec-

tion 5. Finally we present our conclusions in section
6.

2 FJSSTT PROBLEM INSTANCES

As benchmark instances for flexible job shop schedul-
ing we use the problem instances WT1-WT5, pub-
lished in (Brandimarte, 1993). Based on these in-
stances, we generated novel FJSSTT problem in-
stances in the following way: (1) For each WT in-
stance the machines are randomly grouped into three
job shops. (2) Short/moderate/long transportation
times between the job shops were calculated. A lower
bound on the makespan for the respective problem in-
stance serves as reference time R. The transportation
times are then randomly generated from the following
intervals.

• Short transportation times (network type A):
(0.09 R,0.11 R)

• Moderate transportation times (network type B):
(0.9 R,1.1 R)

• Long transportation times (network type C):
(9 R,11 R)

The transportation times between the job shops sat-
isfy the triangle inequality. Within a shop the trans-
portation times are 0. Figure 1 provides an overview
of the original instances WT1-WT5 and the generated
FJSSTT instances.

Figure 1: Problem instances.

Variable Neighbourhood Search Solving Sub-problems of a Lagrangian Flexible Scheduling Problem

235



3 MATHEMATICAL MODEL

In this section we describe a mathematical model
for the FJSSTT problem with minimisation of total
weighted tardiness as objective. Lagrangian relax-
ation is applied to the machine capacity constraints,
and the resulting Lagrangian problem is decomposed
into independent job-level sub-problems.

3.1 Problem Formulation

Our problem formulation is based on (Wang et al.,
1997). I jobs with individual due dates have to be
scheduled on M available machines. We assume
immediate availability of jobs. The set of jobs I
is {0,1, ..., I − 1} and the set of machines M is
{0,1, ...,M− 1}. Job i consists of Ji non-preemptive
operations, with Ji = {0,1, ...,Ji − 1} denoting the
set of operations for job i. The operation j of job
i is denoted as (i, j). We regard simple, chain-like
precedence constraints amongst operations belong-
ing to the same job. The set of alternative machines
for operation (i, j) is denoted as Hi j, with machine-
specific processing times. The scheduling horizon
consists of K discrete timeslots, the set of timeslots
K is {0,1, ...,K−1}. The beginning time of an oper-
ation is defined as the beginning of the corresponding
timeslot, and the completion time as the end of the
timeslot.

In the following we introduce further parame-
ters and decision variables used in the mathematical
model. Parameters are given with a specific problem
instance as input data, whereas the decision variables
span the solution space for the scheduling problem.

Parameters
Di, i ∈ I : Job due dates.

Pi jm, i ∈ I , j ∈ Ji,m ∈ Hi j: Processing time of oper-
ation (i, j) on machine m.

Rmn,m ∈M ,n ∈M : Transportation time from ma-
chine m to machine n.

Wi, i ∈ I : Job tardiness weight.

Variables
δi jmk, i ∈ I , j ∈ Ji,m ∈M ,k ∈ K : The binary vari-

able δi jmk is 1, if operation (i, j) is processed on
machine m at timeslot k, and 0 otherwise.

bi j, i ∈ I , j ∈ Ji: Beginning time of operation (i, j).

ci j, i ∈ I , j ∈ Ji: Completion time of operation (i, j).

mi j ∈Hi j, i ∈ I , j ∈ Ji: The machine assigned to op-
eration (i, j).

λmk,m∈M ,k∈K : Lagrange multiplier for timeslot
k on machine m.

The decision variables δi jmk,bi j and ci j are not inde-
pendent, the following relation holds:

δi jmk =

{
1 if bi j ≤ k ≤ ci j

0 otherwise.
(1)

The optimisation objective is the minimisation of the
weighted sum of job tardiness, the optimisation prob-
lem is then

Z = min
bi j ,mi j

∑
i∈I

WiTi, (2)

with

Ti = max(0,Ci−Di), (3)
where Ci is the completion time for job i, i.e. Ci =
ci,Ji−1.

Constraints Equation (2) has to be solved subject
to a number of constraints. The machine capacity
constraints are expressed as

∑
i∈I

∑
j∈Ji

δi jmk ≤ 1,∀m ∈M ,∀k ∈K . (4)

Equation (4) states that at each timeslot a machine
cannot process more than one operation. Processing
time constraints define the relation between beginning
time and completion time of operations:

ci j = bi j +Pi jmi j −1,∀i ∈ I ,∀ j ∈ Ji. (5)
The precedence constraints between job operations
are

bi j ≥ ci, j−1 +1+Rmi, j−1mi j ,∀i ∈ I ,∀ j ∈ Ji. (6)

The term “1” in (5) and (6) occurs due to the def-
inition of operation beginning time and completion
time, respectively. The precedence constraints con-
sider transportation times Rmn between machines. For
operations (i, j− 1) and (i, j) equation (6) states that
the beginning time of (i, j) cannot be earlier than the
arrival time at machine mi j. We assume immediate
availability of transport resources to move workpieces
corresponding to jobs between machines. The trans-
portation time between machines located in different
job shops covers transport between the shops as well
as shop-internal logistics activities.

The occurrence of the term Rmi, j−1mi j in (6) renders
the constraint non-linear. This non-linearity can eas-
ily be resolved, in fact the mathematical model can
be formulated as a linear integer program, which is
outside the scope of this paper.
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3.2 Lagrangian Relaxation

For the FJSSTT problem there are two candidate
constraint sets for relaxation: precedence constraints
and machine capacity constraints. The relaxation of
precedence constraints and decomposition into inde-
pendent machine-level sub-problems is hampered by
the structure of the precedence constraints (6), as
the term Rmi, j−1mi j couples the precedence constraints
across machines. Lagrangian relaxation of machine
capacity constraints results in the relaxed problem

ZD(λ) = min
bi j ,mi j

∑
i∈I

WiTi

+ ∑
m∈M

∑
k∈K

λmk

[
∑
i∈I

∑
j∈Ji

δi jmk−1

]
, (7)

where λ is the vector of Lagrange multipliers. (7) has
to be solved subject to constraints (5) and (6). For a
given pair of indices m,k the term in brackets is pos-
itive if the capacity constraint for timeslot k on ma-
chine m is violated. ZD(λ) can be reformulated as

ZD(λ) = min
bi j ,mi j

∑
i∈I

WiTi

+∑
i∈I

∑
j∈Ji

ci j

∑
k=bi j

λmi jk− ∑
m∈M

∑
k∈K

λmk. (8)

The structure of ZD(λ) allows the decomposition into
independent job-level sub-problems

Si = min
bi j ,mi j

WiTi + ∑
j∈Ji

ci j

∑
k=bi j

λmi jk. (9)

Si is a one job scheduling problem and can be charac-
terised as follows, cf. (Chen et al., 1998). A job re-
quires the completion of a set of operations, and each
operation can be performed on one of several alter-
native machines. The job operations must satisfy a
set of chain-like precedence constraints (6), consider-
ing transportation times between machines. Further-
more processing time constraints (5) have to be satis-
fied. Each machine has a marginal cost for utilisation
at each timeslot within the scheduling horizon under
consideration. The scheduling problem is to deter-
mine the machine and the completion time of each
operation of the job to minimise the sum of job tardi-
ness and the total cost of using the machines to com-
plete the job, where the cost of using machine m at
time k is given as λmk.

With the introduction of sub-problems Si, the re-
laxed problem can be reformulated,

ZD(λ) = ∑
i∈I

Si−∑
m,k

λmk. (10)

The Lagrangian dual problem, optimising the La-
grange multiplier values, is

ZD = max
λ

ZD(λ). (11)

It can be shown that ZD(λ) is concave and piece-wise
linear, thus hill-climbing methods like sub-gradient
search can be applied to solve the dual problem. The
one job scheduling problem is not N P -hard, and it
can be exactly solved with dynamic programming,
with complexity O

(
K ∑ j

∣∣Hi j
∣∣). However, we will

see in section 5 that the efficiency of dynamic pro-
gramming is not good enough to cope with FJSSTT
instances with many timeslots. Thus a fast heuristic
has to be developed to solve the one job scheduling
problems. In the following section we will describe
such a heuristic approach.

4 PROBLEM SOLVING

In this section we first describe the formulation of
the dual problem, which is followed by the sub-
problem solving heuristic Variable Neighbourhood
Search (VNS).

4.1 Dual Problem

In order to solve the Lagrangian dual problem (11)
we apply two variants of the subgradient search (SG):
standard SG, and surrogate SG. The standard SG
method requires the dual problem (and thus the sub-
problems (9)) to be fully optimised, otherwise proper
subgradient directions can not be calculated. With the
dual problem fully optimised, the dual cost ZD are a
lower bound on total weighted tardiness. In the surro-
gate SG method it is sufficient to solve the dual prob-
lem approximately, and thus we can apply VNS to
solve the sub-problems.

In an SG iteration l the Lagrange multipliers are
adjusted for the next iteration according to

λl+1
mk = λl

mk + slγl
mk, (12)

with a positive, scalar step-size sl and γl
mk, an element

of the subgradient vector γl ,

γl
mk = ∑

i∈I
∑
j∈Ji

δ∗i jmk−1. (13)

δ∗i jmk denotes the optimal value for δi jmk in iteration l,
resulting from solving ZD(λ) with Lagrange multipli-
ers λl . The element γl

mk can be interpreted as violation
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of the machine capacity constraint for machine m and
timeslot k in SG iteration l.

In the standard SG method we use a common for-
mula for the calculation of step-sizes:

sl = αl
Z∗−ZD(λl)

‖γl‖2 , (14)

with a scalar αl ,0 < αl < 2. Z∗ is an upper bound
on ZD and is updated if feasibility repair improves
the upper bound. The search is initialised with a pa-
rameter α0, and αl is halved after Γ iterations if no
improvement in ZD has been achieved.

The step-sizes for the surrogate SG method are
calculated according to (Bragin et al., 2014):

sl = βl
sl−1

∥∥γ̃l−1
∥∥

‖γ̃l‖ , (15)

with the surrogate subgradient vector γ̃l . The param-
eter βl is adjusted according to

βl = 1− 1
Ω · lρ ,ρ = 1− 1

lr , (16)

with configuration parameters Ω and r. The step-size
calculation is initialised with configuration parame-
ter s0. With the step-size formula (15) (Bragin et al.,
2014) prove convergence of the surrogate SG method,
and they show that upon convergence the lower bound
property of dual cost is preserved.

4.2 Variable Neighbourhood Search

To solve a one job scheduling problem approximately
we propose a Variable Neighbourhood Search (VNS)
heuristics with the following neighbourhood struc-
tures. Let J denote the number of operations of the
job under consideration.

Neighbourhood Structure AM1: An operation j is
chosen at random, and a random alternative ma-
chine is assigned to j. If this move causes
the violation of precedence constraints, it is re-
jected. AM1 is configured with a distance param-
eter AM1Dist , denoting the number of operations
for whom alternative machines are assigned cas-
cadingly. Assigning an operation j to a different
machine implies that the duration is changed.

Neighbourhood Structure AM2: An operation j is
chosen at random, and a random alternative ma-
chine is assigned to j. The new beginning time
of j and all successive operations k > j is the re-
spective earliest feasible beginning time consider-
ing the precedence constraints, plus some small,
random slack. AM2 uses a distance parameter
AM2Dist .

Neighbourhood Structure SL: Applying SL to the
incumbent solution, a neighbour solution results
from a cascade of leftward shifts, starting with a
random operation j. Let xSL be the neighbour so-
lution after shifting j, and let σ denote the avail-
able slack between operations j− 1, j. The shift
distance SLDist is a random integer from the inter-
val (1,σ). If σ= 0 the move SL is rejected. Other-
wise in the next step of the cascade operation j+1
is shifted leftward, with distance SLDist . Succes-
sively the operations j, j+1, ...,J are shifted left-
ward by SLDist . After each shift the cost of the
resulting neighbour solution are evaluated accord-
ing to (9). The neighbour solution with minimal
cost is the result of applying SL.

Neighbourhood Structure SR: Analogous to SL the
neighbourhood structure SR defines a cascade of
rightward shifts, with a shift distance SRDist . The
cascade starts with a random operation and ends
with the first operation.

In the shaking phase of the proposed VNS the neigh-
bourhood structure AM2 is used, with increasing val-
ues for AM2Dist . If no improvement is achieved, the
last shaking level is the generation of a new random
solution “in the neighbourhood” of the incumbent so-
lution. The term “neighbourhood” reflects the fact
that the beginning time of the first operation in the
random solution is within a maximal distance L to the
beginning time of the first operation in the incumbent
solution. However, this last level is a massive shak-
ing of the incumbent solution, and allows to bridge
broad valleys in the fitness landscape, guiding the lo-
cal search to new areas in the search space.

In the local search phase the neighbourhood struc-
tures SL→ AM1→ SR are used, in the indicated se-
quence. Figure Algorithm 1 shows the pseudocode of
the proposed VNS algorithm. The algorithm is ini-
tialised in lines 2 - 7. An initial solution is generated
at random, and configuration parameters are set. The
indicated values for parameters A,B,F,L,G are exem-
plary. For a randomly generated solution, parameter
G denotes the maximal distance between two consec-
utive operations.

5 COMPUTATIONAL RESULTS

In computational experiments with the problem in-
stances outlined in figure 1 we compared the perfor-
mance of two algorithms:

1. Algorithm StDP : Standard SG solves the dual
problem, dynamic programming is used to solve
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Algorithm 1: VNS Pseudocode.

1: Initialisation
2: x← random solution
3: A← 50 . Number of VNS iterations
4: B← 50 . Number of local search iterations
5: F ← 3 . The maximal value of AM2Dist
6: L← 50
7: G← 5
8: VNS iterations
9: for a← 1,A do

10: f ← 1
11: while f ≤ F +1 do . Shaking loop
12: if f = F +1 then
13: x̂← random solution “in the neighbourhood” of x
14: else
15: AM2Dist ← f
16: x̂← AM2neighbour solution with incumbent solutionx
17: end if
18: for b← 1,B do . Local search iterations
19: for l← 1,3 do
20: if l = 1 then
21: x′← SL neighbour solution with incumbent solution x̂
22: else if l = 2 then
23: AM1Dist = 1
24: x′← AM1 neighbour solution with incumbent solution x̂
25: else if l = 3 then
26: x′← SR neighbour solution with incumbent solution x̂
27: end if
28: if cost(x′)≤ cost(x̂) then
29: x̂← x′

30: end if
31: end for
32: end for
33: if cost(x̂) < cost(x) then
34: x← x̂
35: f ← 1
36: else
37: f ← f +1
38: end if
39: end while
40: end forreturn x

the sub-problems. SG configuration: α0 = 2,Γ =
20.

2. Algorithm SuVNS : Surrogate SG solves the dual
problem, VNS solves the sub-problems. SG con-
figuration: s0 = 0.2,Ω = 25,r = 0.1.

Both algorithms use a list scheduling algorithm
for feasibility repair. Our implementation supports
concurrent computing with respect to solving sub-
problems. The experiments were performed on the
following computer hardware: Intel R© Core

TM
i7-6700

CPU @ 3.40GHz, 4 cores and 8 GB ram. On the
software side, the operating system was Microsoft R©

Windows
TM

10 Pro using Java 1.8 as programming
and execution environment.

Figure 2 shows the results of computational experi-
ments with 800 SG iterations, and feasibility repair
every 2 iterations. The deterministic algorithm StDP
was executed once per problem instance. To gather
statistical results for the non-deterministic algorithm
SuVNS, 10 runs were performed with SuVNS per
problem instance. In figure 2 column UB∗ refers to
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Figure 2: Computational results.

Figure 3: VNS configurations.

the best known value for total weighted tardiness for
the respective problem instance. For the instances
WT1-5 these values are taken from (Sobeyko and
Mönch, 2015), for the FJSSTT instances they are
calculated with list scheduling. For algorithm StDP

lower and upper bound on total weighted tardiness
are indicated (columns LB,UB) as well as the runtime
in seconds. The columns MaxUB,UBM,MinUB in-
dicate maximum, mean value and minimum for total
weighted tardiness calculated with algorithm SuVNS.
Minimium and maximum for lower bounds are given
in columns Min LB,Max LB. The VNS algorithm is
configured according to figure 3. The configurations
were determined in computational experiments with
sub-problems, benchmarking VNS with exact solu-
tions calculated with dynamic programming.

Analysing the results for problem instances WT1-
5, we note that the duality gap for instances indicates
if algorithms StDP and SuVNS work well on the in-
stance. The duality gaps for WT4 and WT5 are small,
and the algorithms provide upper bounds very close
or equal to the best known values. For WT2 and WT3
the duality gaps are distinct, and the calculated up-
per bounds significantly deviate from the best known
values. A remarkable result is provided by StDP for
WT5: the duality gap is 0, proving optimality of the
upper bound 166.

The results for the FJSSTT instances show a
strong dependence of the StDP runtime on the num-
ber of timeslots specified for the problem instance, cf.
figure 1. For WT3C, WT4C and WT5C we were not
able to calculate solutions with StDP and reasonable
runtime. The algorithm SuVNS is clearly advanta-
geous in terms of runtime, and the upper bounds are
of good quality, comparing them with StDP results.
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6 CONCLUSIONS

The computational experiments have shown promis-
ing results. However, the list scheduling method em-
ployed for feasibility repair is rather weak, and we ex-
pect a more sophisticated heuristic to improve the re-
sults. Furthermore, it is advisable to extend the com-
putational experiments to more problem instances.

So far we have been concerned with static
scheduling problems. In a dynamic scheduling prob-
lem, a schedule is executed and disturbances like
transportation delays or machine failures hamper the
scheduled processing of operations. It would be in-
teresting to apply the proposed, distributed algorithm
to dynamic scheduling problems, and to explore the
possibilities of localised disturbance handling.

As a next step we want to improve the quality of
the feasibility repair mechanism. Also more experi-
ments with MK problems will take place. The algo-
rithm will be extended to allow dynamic rescheduling
(e.g. in case of a machine break down).
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Abstract: We say that two situations described by cooperative games are inseparable by a family of solutions, when they
obtain the same allocation by all solution concept of this family. The situation of separability by a family of
linear solutions reduces to separability from the null game. This is the case of the family of solutions based
on marginal contributions weighted by coefficients only dependent of the coalition size: the semivalues. It is
known that for games with four or more players, the spaces of inseparable games from the null game contain
games different to zero-game. We will prove that for five or more players, when a priori coalition blocks are
introduced in the situation described by the game, the dimension of the vector spaces of inseparable games
from the null game decreases in an important manner.

1 INTRODUCTION

Probabilistic values as a solution concept for coop-
erative games were introduced in (Weber, 1988). The
payoff that a probabilistic value assigns to each player
is a weighted sum of its marginal contributions to the
coalitions, where the weighting coefficients form a
probabilistic distribution over the coalitions to which
it belongs. A particular type of probabilistic values is
formed by the semivalues that were defined in (Dubey
et al., 1981). In this case the weighting coefficients
are independent of the players and they only depend
on the coalition size. Semivalues represent a natu-
ral generalization of both the Shapley value (Shapley,
1953) and the Banzhaf value (Banzhaf, 1965; Owen,
1975). According to this approach, many works deal
with the semivalues, with general properties as in
(Carreras and Giménez, 2011), or applied to simple
games as in (Carreras et al., 2003), and many others.

It is possible to find two cooperative games that
obtain the same payoff vector for each semivalue. We
say that these games are inseparable by semivalues.
By the linearity property of semivalues, we can re-
duce the problem of separability between games to
separability from the null game. The vector subspace
of inseparable games from the null game by semival-
ues is called in (Amer et al., 2003) shared kernel and
its dimension is 2n− n2 + n− 2, where n denotes the
number of players. For spaces of cooperative games
with four or more players, the shared kernel contains

games different to zero-game
The semivalues form an important family of solu-

tions. We can evaluate their amplitude according to
their faculty to separate games. Two games are sepa-
rable if their difference does not belong to the shared
kernel. The dimension of this subspace would mark
the separation impossibility. In this paper we consider
coalition structures in the player set. It is not diffi-
cult to find in the literature many papers devoted to
the modified semivalues by coalition structures, for
instance (Albizuri, 2009) or (Giménez and Puente,
2015), among others. Our purpose is to reduce the di-
mension of the vector subspace of inseparable games
from the null game. For cooperative games with five
or more players, modified semivalues for games with
coalition structure (Amer and Giménez, 2003) are
able to reduce in a significant way the dimension of
the shared kernel.

In addition, once an a-priori ordering is chosen in
the player set, we can see in (Amer et al., 2003) that
the shared kernel is spanned by specific {−1,0,1}-
valued games. These games are known as commuta-
tion games. Now, we will prove that the vector sub-
space of inseparable games from the null game by
modified semivalues is spanned by games introduced
here with the name of expanded commutation games.

The paper is organized as follows. In Section 2
we remember the solution concepts of semivalue and
semivalue modified for games with a coalition struc-
ture whose allocations can be computed by means of
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the multilinear extension (Owen, 1972) of each game.
Also, nomenclature and main results for inseparable
games by semivalues are described. Section 3 shows
that commutation games that are the solution for the
problem of separability by semivalues does not have
in general the same properties with respect to separa-
bility by modified semivalues. In section 4 two suffi-
cient conditions for separability by modified semival-
ues are proposed. Finally, in Section 5 we determine
the dimension and a basis of the vector subspace of
inseparable games from the null game by modified
semivalues.

2 PRELIMINARIES

2.1 Cooperative Games and Semivalues

A cooperative game with transferable utility is a pair
(N,v), where N is a finite set of players and v : 2N →
R is the so-called characteristic function, which as-
signs to every coalition S⊆ N a real number v(S), the
worth of coalition S, and satisfies the natural condi-
tion v( /0) = 0. With GN we denote the set of all co-
operative games on N. For a given set of players N,
we identify each game (N,v) with its characteristic
function v.

The multilinear extension MLE (Owen, 1972) of
cooperative game v∈GN is a function fv : [0,1]N→R
defined as

fv(x1,x2, ...,xn) = ∑
S⊆N

∏
i∈S

xi ∏
j/∈S

(1− x j)v(S), (1)

so that it provides all information of the game con-
tained in its characteristic function v.

A function ψ : GN → RN is called a solution and
it represents a method to measure the negotiation
strength of the players in the game. The payoff vec-
tor space RN is also called the allocation space. The
semivalues (Dubey et al., 1981) as solution concept
were introduced and axiomatically characterized by
Dubey, Neyman and Weber in 1981. The payoff to
the players for a game v ∈ GN by a semivalue ψ is an
average of marginal contributions of each player:

ψi[v] = ∑
S3i

ps[v(S)− v(S\{i})] ∀i ∈ N, (2)

where the weighting coefficients ps only depend on
the coalition size and verify ∑n

s=1
(n−1

s−1

)
ps = 1 and

ps ≥ 0 for 1 ≤ s ≤ n. With Sem(GN) we denote the
set of all semivalues on GN .

Given a number α ∈ R, 0 < α < 1, we call bi-
nomial semivalue ψα to the semivalue whose coeffi-
cients are pα,s =αs−1(1−α)n−s. The extreme cases

correspond to values α = 0 and α = 1. For α = 0
we obtain the dictatorial index ψ0, with coefficients
(1,0, ...,0), whereas for α = 1 we obtain the marginal
index ψ1, with coefficients (0, ...,0,1):

(ψ0)i[v] = v({i}) ∀i ∈ N,

(ψ1)i[v] = v(N)− v(N \{i}) ∀i ∈ N.

It is proven in (Amer and Giménez, 2003) that n
different binomial semivalues form a reference sys-
tem for the set of semivalues on GN . Given n dif-
ferent numbers α j in [0,1], for every semivalue ψ ∈
Sem(GN) they exist unique coefficients λ j, 1≤ j≤ n,
such that ψ = ∑n

j=1 λ jψα j .
The Banzhaf value (Banzhaf, 1965; Owen, 1975)

is the binomial semivalue for α = 1/2. As it happens
for the Banzhaf value, we see in (Amer and Giménez,
2003) that the allocation by every binomial semivalue
can calculate replacing in the partial derivatives of
MLE the variables by value α:

(ψα)i[v] =
∂ fv

∂xi
(α) ∀i ∈ N, where α = (α, . . . ,α).

In addition, the allocation for every semivalue can
be computed by means of a product of two matrices,

ψ[v] = B Λ, (3)

where the matrix B depends on each reference system
of semivalues B = (bi j )1≤i, j≤n with bi j = (ψα j)i[v] =
∂ fv
∂xi

(α j) and Λ is the column matrix of the coefficients
of ψ in this reference system, Λt = (λ1 λ2 · · ·λn) if
ψ = ∑n

j=1 λ jψα j . Thus, a (n×n)-matrix summarizes
the payments by any semivalue to all players of a
given game v.

2.2 Cooperative Games and Coalition
Structures

The formation of coalition blocks in the player set N
gives rise to the construction of modified solutions in
attention to this circumstance. It is the case of the
Owen coalition value (Owen, 1977) from the Shap-
ley value (Shapley, 1953) or the modified Banzhaf
value for games with coalition structure (Owen, 1981)
from the Banzhaf value. If we denote by B =
{B1,B2, ...,Bm} the coalition structure in N, in both
cases, the construction of the modified solutions fol-
lows a parallel way. It is considered a modified quo-
tient game for each coalition S ⊆ B j and it is applied
the Shapley or Banzhaf value. This action defines a
game in B j and there it is now applied the same solu-
tion obtaining for each i∈B j the modified allocations.

Given a semivalue ψ ∈ Sem(GN) with weighting
coefficients pn

s , the recursively obtained numbers

pm
s = pm+1

s + pm+1
s+1 1≤ s≤ m < n,
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define a induced semivalue ψm (Dragan, 1999) on the
space of cooperative games with m players. Adding
the own semivalue, the family of induced semivalues
{ψm ∈ Sem(GM)/1≤ m≤ n} allows us to define the
concept of semivalue modified for games with coali-
tion structure (Amer and Giménez, 2003) following
the same procedure as above. For a player i belongs
to coalition block B j the modified allocation has by
expression

ψi[v;B] = ∑
S⊆B j\{i}

∑
T⊆M\{ j}

p
b j
s+1 pm

t+1

[
v
(⋃

t∈T

Bt ∪S∪{i}
)
− v
(⋃

t∈T

Bt ∪S
)]
.

(4)

For the extreme coalition structures, individual
blocks and grand coalition, the modified allocations
agree with the allocation by the initial semivalue.
Also, the allocations by modified semivalues can be
computed by means of a product of matrices, once
a reference system of binomial semivalues has been
chosen:

ψi[v;B] = Λt A(i) Λ. (5)

Matrix Λ is like in expression (3). The terms
apq(i), 1 ≤ p,q ≤ n, of matrix A(i) can be obtained
by means of the following rules:

(i) Obtain the MLE fv = fv(x1, ...,xn) of game v.
(ii) For each t ∈M, t 6= j, and each m ∈ Bt replace

the variable xm by yt . Thus, a new function of the
variables xk, yt for k ∈ B j and t ∈M \{ j} is obtained.

(iii) In the above function, reduce all exponents
that appear in yt to 1, that is, replace yr

t (r > 1) by yt ,
obtaining another multilinear function g j(xk,yt) k ∈
B j and t ∈M \{ j}.

(iv) Calculate the derivative of the function g j with
respect to variable xi.

(v) Replace each xk with αp and each yt with αq.
Then,

apq(i) =
∂g j

∂xi
(αp,αq) for 1≤ p,q≤ n. (6)

2.3 Separability in Cooperative Games

We say that two cooperative games v,v′ ∈GN are sep-
arable by a solution ψ on GN if ψ[v] 6=ψ[v′] for v 6= v′.
When we study separability between games accord-
ing to semivalues, we can only consider separability
from the null game, since these solutions verify lin-
earity property.

For each GN , the linear subspace of all cooperative
games inseparable by semivalues from the null game
is called in (Amer et al., 2003) shared kernel CN . It
is proven that the dimension of CN is 2n−n2 +n−2,

since games in CN have to satisfy conditions:

∑
S3i, |S|=s

v(S) = 0 for all i ∈ N and 1≤ s≤ n. (7)

Grouping these conditions according to coalition
sizes, the freedom degrees for each s with 2 ≤ s ≤
n−2 are

(n
s

)
−n, whereas v(S) = 0 for |S|= 1, n−1, n.

This way, the dimension of CN is 2n− n2 + n− 2 for
|N|= n≥ 2 and CN = {0} if |N|= 2, 3.

In game spaces GN with cardinality |N| ≥ 4, for a
given coalition S ⊆ N and players i, j ∈ S and k, l ∈
N \S, we define the commutation game vS,i, j,k,l as

vS,i, j,k,l = 1S +1S∪{k,l}\{i, j}−1S∪{k}\{i}−1S∪{l}\{ j} ,
(8)

where 1S is the unity game in GN (1S(S) = 1 and
1S(T ) = 1 otherwise). If v ∈ GN is a commutation
game, then v ∈ CN . In (Amer et al., 2003), it is
proven that the shared kernel is spanned by commuta-
tion games. Since each commutation game takes non
null values uniquely on coalitions of a single size, the
number of selected games in the proof of this property
is
(n

s

)
−n for coalitions S with 2≤ s≤ n−2 (|S|= s).

3 COMMUTATION GAMES AND
COALITION STRUCTURES

Let us remember that with CN we denote the linear
subspace of all cooperative games in GN inseparable
from the null game by semivalues.

Proposition 3.1. Let fv = fv(x1,x2, ...,xn) be the
MLE of game v ∈ GN .

v ∈CN ⇔ ∇ fv(α) = 0 ∀α ∈ [0,1], α = (α, . . . ,α).

Proof. If v ∈ CN , then ψ[v] = 0 ∀ψ ∈ Sem(GN).
In particular, for all binomial semivalue ψα with α ∈
[0,1], ψα[v] = ∇ fv(α) = 0 where α = (α,α, . . . ,α).

Conversely, since n binomial semivalues form
a reference system in Sem(GN), every semivalue
ψ ∈ Sem(GN) can uniquely be written like ψ =
∑n

j=1 λ jψα j with α j ∈ [0,1] for 1≤ j ≤ n. Then,

ψ[v] =
n

∑
j=1

λ jψα j [v] =
n

∑
j=1

λ j∇ fv(α j) = 0

and game v belongs to the shared kernel CN . �

Example. Let N = {i, j,k, l} be the set of players.
For cooperative games with four players the coalition
S in the commutation games is only composed by two
players. For short, when S = {i, j} we write the com-
mutation game vS,i, j,k,l as vi, j,k,l , i. e.,

vi, j,k,l = 1{i, j}+1{k,l}−1{ j,k}−1{i,l}.
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The MLE of this game is fvi, j,k,l = xix j +xkxl−x jxk−
xixl . It is easy to see that ∇ fvi, j,k,l (α) = 0 ∀α ∈ [0,1],
α = (α,α,α,α).
Definition 3.2. We say that a cooperative game v ∈
GN is inseparable from the null game by semivalues
modified for games with coalition structure if and only
if ψ[v;B] = 0 for every semivalue ψ on GN and every
coalition structure B in N

The above definition introduces our central con-
cept of separability between games by modified semi-
values; linearity of these solutions allows us to reduce
the problem to separability from the null game. Now,
the commutation games that give the solution to the
problem of separability by semivalues, offer a differ-
ent answer according to the cardinality of the player
set.
Proposition 3.3. Let GN be the vector space of coop-
erative games with four players, |N| = 4. Condition
of inseparable by semivalues is equivalent to condi-
tion of inseparable by semivalues modified for games
with coalition structure.

Proof. For case |N|= 4, the shared kernel CN has
dimension 2. According to development in (Amer
et al., 2003), a basis for CN is formed by commutation
games v1,4,3,2 and v2,4,3,1. For the commutation games
in a basis of CN , we will prove that condition of insep-
arability from the null game by semivalues extends
to condition of inseparability from the null game by
modified semivalues. For the remaining games in CN ,
the property is verified by linearity.

We consider, for example, game v2,4,3,1 and simul-
taneously all possible types of coalition structures in
N = {1,2,3,4}. (a) Four individual blocks. (b) One
bipersonal block where game v2,4,3,1 takes non-null
value and two individual blocks. (c) Like in (b) but
taking null value. (d) Two bipersonal blocks where
game v2,4,3,1 takes non-null values. (e) Like in (d) but
taking null values. (f) One coalition block with three
players. (g) Only one coalition block with four play-
ers.

In cases (a) and (g), both allocations coincide:
ψ[v2,4,3,1;B] = ψ[v2,4,3,1] = 0 ∀ψ ∈ Sem(GN), B =
{{1},{2},{3},{4}} or B = {{1,2,3,4}}.

From now, we will use the MLE fv2,4,3,1 = x2x4 +
x1x3− x3x4− x1x2.

Case (b). We consider, for instance, coalition
structure B = {{1,2},{3},{4}}. According to rules
that lead to coefficients in expression (6) for obtaining
value ψ1[v2,4,3,1;B] by means of a product of matrices
as in (5), we first determine modified MLE g1:

g1(x1,x2,y2,y3) = x2y3 + x1y2− y2y3− x1x2 ;

∂g1

∂x1
= y2− x2 ⇒ apq(1) =

∂g1

∂x1
(αp,αq) = αq−αp

for 1≤ p, q≤ 4.
Written any semivalue ψ as linear combination of

four different binomial semivalues, we can conclude
that

ψ1[v2,4,3,1;B] = Λt A(1) Λ = 0 ∀ψ ∈ Sem(GN),

since, in this case, matrix A(1) satisfies apq(1) =
−aqp(1) for 1 ≤ p, q ≤ 4. In a similar way,
ψ2[v2,4,3,1;B] = 0 ∀ψ ∈ Sem(GN).

Now, for obtaining value ψ3[v2,4,3,1;B], we deter-
mine modified MLE g2:

g2(y1,x3,y3) = y1y3 + y1x3− x3y3− y1 ;

∂g2

∂x3
= y1− y3 ⇒ apq(3) =

∂g2

∂x3
(αp,αq) = 0

for 1≤ p, q≤ 4.
Then ψ3[v2,4,3,1;B] = 0 and, also, ψ4[v2,4,3,1;B] =

0.
Case (c). Possible coalition structure B =

{{1,4},{2},{3}}.
g1(x1,x4,y2,y3) = y2x4 + x1y3− y3x4− x1y2 ;

∂g1

∂x1
= y3− y2 ⇒ apq(1) =

∂g1

∂x1
(αp,αq) = 0

for 1≤ p, q≤ 4.
Consequently, ψ1[v2,4,3,1;B] = 0. In a similar way,

ψ4[v2,4,3,1;B] = 0 and ψ2[v2,4,3,1;B] =ψ3[v2,4,3,1;B] =
0.

Similar manipulations of MLE fv2,4,3,1 in cases
(d), (e) and (g) give rise to the same conclusion
ψ[v2,4,3,1;B] = 0.

Conversely, if a game is inseparable from the null
game by modified semivalues, in particular, it is in-
separable from the null game by semivalues. It suf-
fices to consider the coalition structure formed by in-
dividual blocks. �
Proposition 3.4. For vector spaces of cooperative
games GN with five or more players, every commu-
tation game is separable from the null game by semi-
values modified for games with coalition structure.

Proof. In GN with |N| ≥ 5, the commuta-
tion gamevS,i, j,k,l = 1S + 1S∪{k,l}\{i, j} − 1S∪{k}\{i} −
1S∪{l}\{ j} , with i, j ∈ S and k, l ∈ N \S, has by MLE

fvS,i, j,k,l = [xix j + xkxl− x jxk− xixl ]

∏
p∈S\{i, j}

xp ∏
q∈N\(S∪{k,l})

(1− xq).

For coalitions S with 2 ≤ |S| < n−2, we con-
sider coalition structure BS = {S,N\S}. The modified
MLE g1 for players in block S is

g1 = xix j(1− y2) ∏
p∈S\{i, j}

xp
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and
∂g1

∂xi
= x j(1− y2) ∏

p∈S\{i, j}
xp ,

where N \ (S∪{k, l}) 6= /0 since |S|< n−2.
Then, modified Banzhaf value β separates game

vS,i, j,k,l , 2≤ |S|< n−2, from the null game:

βi[vS,i, j,k,l ;BS] =
∂g1

∂xi
(1/2,1/2) =

1
2s 6= 0.

For case |S|= n−2, S = N \{k, l} and the MLE is

fvN\{k,l},i, j,k,l = [xix j + xkxl− x jxk− xixl ] ∏
p∈N\{i, j,k,l}

xp.

Now, we consider coalition structure BN\{k,l} = {N \
{k, l},{k, l}} and we obtain the modified MLE g1 for
players in block N \{k, l}:

g1 = [xix j + y2− x jy2− xiy2] ∏
p∈N\{i, j,k,l}

xp,

where N \ {i, j,k, l} 6= /0 since |N| ≥ 5. Let h be
a player in N \ {i, j,k, l}. Again, modified Banzhaf
value β separates game vN\{k,l},i, j,k,l from the null
game:

∂g1

∂xh
= [xix j + y2− x jy2− xiy2] ∏

p∈N\{h,i, j,k,l}
xp

and

βh[vN\{k,l},i, j,k,l ;BN\{k,l}] =
∂g1

∂xh
(1/2,1/2) =

1
2n−3 6= 0.

�

4 SUFFICIENT CONDITIONS OF
SEPARABILITY

For games with five or more players, the commuta-
tion games are not a solution for the problem of in-
separability by semivalues modified for games with
coalition structure. In this section we provide two
sufficient conditions of separability, that is, two nec-
essary conditions of inseparability from the null game
by modified semivalues.

Proposition 4.1. Let us consider vector spaces of co-
operative games GN with |N| ≥ 4. If there exists a
coalition S with v(S) 6= v(N \ S), then game v is sep-
arable from the null game by semivalues modified for
games with coalition structure.

Proof. Let us suppose S′ a coalition with smallest
size that verifies v(S′) 6= v(N \ S′). If |S′| = 1, game
v is separable from the null game by semivalues and
also by modified semivalues. We can consider that

|S′|= s′ ≥ 2 and s′ ≤ n/2. Then, the MLE of game v
can be written as

fv = ∑
S:2≤|S|≤s′

[
∏
i∈S

xi ∏
j∈N\S

(1− x j)v(S)+

∏
i∈N\S

xi ∏
j∈S

(1− x j)v(N \S)
]
+

∑
S:s′<|S|<n−s′

∏
i∈S

xi ∏
j∈N\S

(1− x j)v(S).

Now, we choose the coalition structure BS′ =
{S′,N \S′}. In such a case, the modified MLE g1 for
players in coalition block S′ has by expression

g1= ∑
S⊂S′,s≥2

[
(1− y2)∏

i∈S
xi ∏

j∈S′\S
(1− x j)+

y2 ∏
i∈S′\S

xi∏
j∈S

(1− x j)
]
v(S)+

(1− y2)∏
i∈S′

xi v(S′)+ y2 ∏
j∈S′

(1− x j)v(N\S′),

because terms for coalitions S containing elements as
much in S′ as in N\S′ vanish in MLE g1. If k is a
player in S′,

∂g1

∂xk
= ∑

S⊂S′,s≥2,S3k

[
(1− y2) ∏

i∈S\{k}
xi ∏

j∈S′\S
(1− x j)−

y2 ∏
i∈S′\S

xi ∏
j∈S\{k}

(1− x j)
]

v(S)+

∑
S⊂S′,s≥2,S 63k

[
− (1− y2)∏

i∈S
xi ∏

j∈S′\(S∪{k})
(1− x j)+

y2 ∏
i∈S′\(S∪{k})

xi ∏
j∈S

(1− x j)
]

v(S)+

+(1− y2) ∏
i∈S′\{k}

xi v(S′)− y2 ∏
j∈S′\{k}

(1− x j)v(N\S′).

Then
∂g1

∂xk
(1/2,1/2) =

1
2s′
[
v(S′)− v(N\S′)

]

and the modified Banzhaf value β separates game v
from the null game:

βk[v;BS′ ] =
∂g1

∂xk
(1/2,1/2) 6= 0 for k ∈ S′. �

Proposition 4.2. For spaces of cooperative games
GN with |N| ≥ 6, let us consider a game v that sat-
isfies v(S) = v(N \S) ∀S ⊆ N and v({i}) = 0 ∀i ∈ N.
If there exists a coalition S with

v(S) 6= ∑
T⊂S, |T |=2

v(T ) and 3≤ |S| ≤ n/2, (9)

then game v is separable from the null game by semi-
values modified for games with coalition structure.

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

246



Proof. The MLE of game v that satisfies the two
first conditions of the statement can be written as
fv = ∑

S:2≤|S|<n/2[
∏
i∈S

xi ∏
j∈N\S

(1− x j)+ ∏
i∈N\S

xi ∏
j∈S

(1− x j)
]
v(S)+

∑
S: |S|=n/2

∏
i∈S

xi ∏
j∈N\S

(1− x j)v(S),

(10)
where the second sum only appears in case n even
number. Let us suppose S′ a coalition with smallest
size that verifies (9) for |S′|< n/2. In such a case, we
choose coalition structure BS′ = {S′,N \S′} and write
modified MLE g1 for players in coalition block S′:

g1 = ∑
S⊂S′,2≤s<s′

[
(1− y2)∏

i∈S
xi ∏

j∈S′\S
(1− x j)+

y2 ∏
i∈S′\S

xi ∏
j∈S

(1− x j)
]

v(S)+

[
(1− y2)∏

i∈S′
xi + y2 ∏

j∈S′
(1− x j)

]
v(S′).

Next, we consider a player j1 in block S′, compute
the partial derivative of MLE g1 with respect to vari-
able x j1 and replace all variables by generic value α
grouping the sums as follows:
∂g1

∂x j1
(α,α) =

∑
S⊂S′,S3 j1, |S|=2

[
α(1−α)s′−1−αs′−1(1−α)

]
v(S)+

∑
S⊂S′,S3 j1,2<s<s′

[
αs−1(1−α)s′−s+1−αs′−s+1(1−α)s−1]

v(S)+

∑
S⊂S′,S 63 j1,2≤s<s′−1

[
αs′−s(1−α)s−αs(1−α)s′−s]v(S)+

[
α(1−α)s′−1−αs′−1(1−α)

][
v(S′\{ j1})− v(S′)

]
.

All terms for coalitions S with S 63 j1 and 2≤ s <
s′− 1 can be written by means of coalitions T with
T 3 j1 and 3≤ t < s′. Then,
∂g1

∂x j1
(α,α) = α(1−α)

[
(1−α)s′−2−αs′−2]

{
∑

S⊂S′,S3 j1, |S|=2
v(S)+ v(S′\{ j1})− v(S′)

}
+

∑
S⊂S′,S3 j1,2<s<s′

[
αs−1(1−α)s′−s+1−αs′−s+1(1−α)s−1]

v(S)+

∑
T⊂S′,T3 j1,2<t<s′

[
αs′−t+1(1−α)t−1−αt−1(1−α)s′−t+1]

v(T \{ j1}).

We shorten polynomial (1 − α)s′−2 − αs′−2 by
means of ps′(α) and write v(S′\{ j1}) as a sum of all
values on contained bipersonal coalitions:
∂g1

∂x j1
(α,α) = α(1−α)ps′(α)

[
∑

S⊂S′,S3 j1, |S|=2
v(S)+

∑
T⊆S′\{ j1}, |T |=2

v(T )− v(S′)
]
+

∑
S⊂S′,S3 j1,2<s<s′

[
αs−1(1−α)s′−s+1−αs′−s+1(1−α)s−1]

[
v(S)− v(S\{ j1})

]
.

(11)

It is possible to find coalitions S with S⊂ S′, S3 j1
and 2 < s < s′ only in case s′ ≥ 4. Then, the last sum
in the above expression can be written as

∑
S⊂S′,S3 j1,3≤s<1+s′/2

[
αs−1(1−α)s′−s+1−αs′−s+1(1−α)s−1]

[
v(S)− v(S\{ j1})

]
+

∑
T⊂S′,T3 j1,1+s′/2<t≤s′−1

[
αt−1(1−α)s′−t+1−αs′−t+1(1−α)t−1]

[
v(T )− v(T \{ j1})

]
,

where case s = 1+ s′/2 is not considered, since only
for s′ even number, cardinality of S can take value
s = 1 + s′/2 but, in this case, coefficient αs−1(1−
α)s′−s+1 − αs′−s+1(1− α)s−1 vanish. In the above
sums, we can identify coalitions S for 3≤ s< 1+s′/2
with coalitions T for 1+ s′/2 < t ≤ s′− 1 by means
relation t = s′− s+2. Then, both sums reduce to

∑
3≤s<1+s′/2

[
αs−1(1−α)s′−s+1−αs′−s+1(1−α)s−1]

{
∑

S⊂S′,S3 j1, |S|=s

[
v(S)− v(S\{ j1})

]
−

∑
T⊂S′,T3 j1, |T |=s′−s+2

[
v(T )− v(T \{ j1})

]}
.

Let us suppose that S′ = { j1, j2, . . . , js′}. For a
given cardinality s with 3≤ s < 1+ s′/2, the last dif-
ference of sums vanish, because it can be written as

∑
S⊂S′,S3 j1, |S|=s

[
∑

P⊂S, |P|=2
v(P)− ∑

Q⊆S\{ j1}, |Q|=2
v(Q)

]
−

∑
T⊂S′,T3 j1, |T |=s′−s+2

[
∑

P⊂T, |P|=2
v(P)−

∑
Q⊂T\{ j1}, |Q|=2

v(Q)
]
=

∑
S⊂S′,S3 j1, |S|=s

[
∑

P⊂S,P3 j1, |P|=2
v(P)

]
−

∑
T⊂S′,T3 j1, |T |=s′−s+2

[
∑

P⊂T,P3 j1, |P|=2
v(P)

]
=
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s′

∑
i=2

[(s′−2
s−2

)
−
(

s′−2
s′− s

)]
v({ j1, ji}) = 0.

Thus, from expression (11), we can write the mod-
ified binomial semivalue ψα for player j1 ∈ S′ as

(ψα) j1 [v;BS′ ] =
∂g1

∂x j1
(α,α) =

α(1−α)ps′(α)
[

∑
T⊂S′, |T |=2

v(T )− v(S′)
]
.

Since α = 1/2 is the unique real zero of poly-
nomial ps′ for values s′ ≥ 3 and game v satisfies
inequality (9) for coalition S′, we conclude that
(ψα) j1 [v;BS′ ] 6= 0 for values α ∈ (0,1/2)∪ (1/2,1)
and these modified semivalues separate game v from
the null game.

It only lack to see case in which |S| = n/2 is the
smallest size of coalitions that verify (9). Here, n is
a even number and all coalitions in the second sum
of expression (10) can be grouped by pairs: S and
N \ S. The selected coalition S′ will belong to one or
another half of coalitions with size n/2; we choose
half that contains coalition S′ and describe the second
sum with S and N \ S, as the same way that the first
sum in (10). Then, by repeating the same procedure as
in case |S|< n/2, we arrived at the same conclusion.
�

5 EXPANDED COMMUTATION
GAMES

We denote with DN the vector subspace of all cooper-
ative games in GN inseparable from the null game by
semivalues modified for games with coalition struc-
ture.

Definition 5.1. In GN with |N| ≥ 5, we consider a
commutation game with coalition size 2, vi, j,k,l , k, l ∈
N \ {i, j}. The expanded game of commutation game
vi, j,k,l is the sum of all commutation games in GN ,
vP,i, j,k,l , with the same commuted players, i.e.,

ve
i, j,k,l = ∑

P3i, j,P⊆N\{k,l}
vP,i, j,k,l .

Lemma 5.2. In GN with |N| ≥ 5 an expanded com-
mutation game ve

i, j,k,l , k, l ∈N \{i, j}, satisfies the fol-
lowing properties:

(a) ve
i, j,k,l(S) = ve

i, j,k,l(N \S) ∀S⊆ N;

(b) ve
i, j,k,l(S) = ∑T⊂S, |T |=2 ve

i, j,k,l(T ) ∀S ⊆ N and 3 ≤
|S| ≤ |N|;

(c) its MLE is fve
i, j,k,l

= xix j + xkxl− x jxk− xixl .

Proof. It is easy to prove sections (a) and (b); it
suffices to check if players i, j,k, l belong or not to
coalitions S, since the only bipersonal coalitions that
take non-null values in game ve

i, j,k,l are {i, j}, {k, l},
{ j,k} and {i, l}. In order to verify section (c) we can
write MLE of game ve

i, j,k,l as

fve
i, j,k,l

=
[
xix j + xkxl− x jxk− xixl

]
[

∏
q∈N\{i, j,k,l}

(1− xq)+ f∑Q⊆N\{i, j,k,l} 1Q

]
,

where games 1Q are considered in GN\{i, j,k,l}. Since
∑Q⊆N\{i, j,k,l} 1Q(T ) = 1 ∀T ⊆ N \ {i, j,k, l}, T 6= /0,
(Q 6= /0), its MLE equals the unity in N \ {i, j,k, l}
and section (c) follows. �
Proposition 5.3. In spaces of cooperative games GN
with |N| ≥ 5, every expanded commutation game
ve

i, j,k,l , k, l ∈N \{i, j} belongs to vector subspace DN .

Proof. Section (c) in above Lemma proves that
MLE of expanded commutation game ve

i, j,k,l , k, l ∈
N\{i, j} in GN with |N| ≥ 5 agrees with MLE of com-
mutation game vi, j,k,l in a space of cooperative games
with only four players, {i, j,k, l}.

In order to demonstrate that game ve
i, j,k,l , k, l ∈

N \ {i, j}, is inseparable by modified semivalues, we
can consider that players i, j,k, l are distributed in
different coalition blocks in the same way that in
the proof of Proposition 3.3. The remaining players
N \{i, j,k, l}will be distributed in the different blocks
next to players i, j,k, l or they will form new coalition
blocks.

Since variables that correspond to players in N \
{i, j,k, l} does not appear in the MLE of game ve

i, j,k,l ,
when we compute allocations for players i, j,k, l by
means of a product of matrices as in (5), we ob-
tain the same result as in Proposition 3.3, that is,
ψp[ve

i, j,k,l ,B] = 0 for p = i, j,k, l, ∀ψ ∈ Sem(GN), ∀B
coalition structure in N.

For the remaining players, ψq[ve
i, j,k,l ,B] = 0 ∀q ∈

N \{i, j,k, l}, since variable xq does not appear in the
MLE. �
Theorem 5.4. Let us consider vector spaces of coop-
erative games GN with five or more players, |N| ≥ 5.
Then,

(a) dimDN =
(n

2

)
−n;

(b) the vector subspace DN is spanned by expanded
of commutation games with coalition size 2.

Proof. We can see in (Amer et al., 2003) that the
shared kernel CN for |N| ≥ 4 is spanned by 2n−n2 +
n−2 commutation games whose coalitions with non-
null value vary from cardinality s = 2 to n− 2. We
choose the

(n
2

)
−n commutation games with coalition
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size 2. As they are linearly independent in GN , its
expanded games are also linearly independent and, by
above Proposition, inseparable from the null game by
modified semivalues. The linear subspace spanned by
these expanded commutation games is contained in
subspace DN for |N| ≥ 5.

In addition, as DN ⊆ CN , the freedom degrees in
CN by a consequence of conditions (7) for coalitions
with sizes s > n/2 disappear according to necessary
condition of inseparability from the null game in DN :
v(S) = v(N \ S) (Proposition 4.1). Also, the free-
dom degrees for coalitions with size from s = 3 to
s = n/2 disappear according to necessary condition
v(S) = ∑T⊂S, |T |=2 v(T ) ∀S ⊆ N with 3 ≤ |S| ≤ n/2
(Proposition 4.2).

Only the
(n

2

)
−n freedom degrees for coalition size

s = 2 in CN remain in vector subspace DN . Then,
the vector subspace spanned by the

(n
2

)
−n expanded

commutation games agrees with DN . �

6 CONCLUSION

It is known that every cooperative game with two or
three players is separable from the null game by semi-
values, so that dimension for the shared kernel CN is
zero in cases n = 2,3. Consequently, vector subspace
DN is only formed by the null game in cases n = 2,3.
For games with four players, Proposition 3.3 proves
that both separability concepts coincide: DN =CN for
n = 4.

Table 1 compares dimensions of CN and DN for
cooperative games with few players.

Table 1: Dimensions of kernels according to N.

|N|= n 2 3 4 5 6 7 8
dimGN 3 7 15 31 63 127 255
dimCN 0 0 2 10 32 84 198
dimDN 0 0 2 5 9 14 20

For games with five or more players, the intro-
duction of modified semivalues for games with coali-
tion structure allows us to reduce in a significant way
the dimension of the vector subspace of inseparable
games from the null game. According to the linearity
property, separability between two games is reduced
by both concepts of solution to separability of their
difference from the null game. The ability of sep-
aration by semivalues has considerably increased by
introduction of a priori coalition structures.

ACKNOWLEDGEMENTS

Research supported by grant MTM2015-66818-P
from the Spanish Ministry of Economy and FEDER.

REFERENCES

Albizuri, M. J. (2009). Generalized coalitional semivalues.
European Journal of Operational Research, 196:578–
584.

Amer, R., Derks, J., and Giménez, J. M. (2003). On cooper-
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Abstract: In this paper, we address an inventory routing problem where a vehicle can perform more than one trip in
a working day. This problem was denominated multi-trip vehicle routing problem. In this problem a set of
customers with demand for the planning horizon must be satisfied by a supplier. The supplier, with a set of
vehicles, delivers the demand using pre-calculated valid routes that define the schedule of the delivery of goods
on the planning horizon. The problem is solved with a pseudo-polynomial network flow model that is solved
exactly in a set of instances adapted from the literature. An extensive set of computational experiments on
these instances were conducted varying a set of parameters of the model. The results obtained with this model
show that it is possible to solve instances up to 50 customers and with 15 periods in a reasonable computational
time.

1 INTRODUCTION

The vehicle routing problem can be applied in real
cases on logistics companies in order to reduce trans-
portation costs, which include, among others, costs
associated with drivers, vehicles or fuel. The integra-
tion of this problem with the inventory management
can reflect in considerable savings, since this provides
a more efficient management of the resources than
the one achieved through the local optimization of the
two problems separately.

In the inventory routing problem the goal is to
minimize the total transportation cost from the sup-
plier to the customer, so that the customer maintains
an inventory level that will satisfy the demand in each
period of a given planning horizon, reducing also pos-
sible storage costs.

This problem can incorporate a time horizon infor-
mation, inventory management policies, routes, fleet
type and size (Coelho et al., 2014). Routes are con-
sidered to be direct or not, whether a single customer
or more are visited, respectively (Coelho et al., 2014).
The planning horizon is considered finite if it is de-
fined for a short period, or infinite when the sched-
ule of routes is carried out for a long period of time
(Coelho et al., 2014; Bertazzi and Speranza, 2013).
Typically, the goal is to minimize the overall trans-
portation costs, reducing penalties associated with in-

ventory level, which typically represent storage costs
(Bertazzi and Speranza, 2013).

Several practical applications have been imple-
mented in industry, which enable companies to re-
duce inventory and transportation costs improving the
quality of service. A recent study describes the im-
plementation of this problem in a fuel distribution
company (Hanczar, 2012). Another study describes
an application of the problem in a company with a
fleet of ships that delivers chemicals to warehouses
located throughout the world (Miller, 1987). The
authors describe an integer programming model that
was successfully implemented in this company. The
inventary routing problem was also considered in the
daily strategy of a company that provides calcium car-
bonate throughout Europe and it allowed to achieve
a reduction in millions of dollars of costs per year
(Dauzère-Pérès et al., 2007). In addition, different
approaches of this problem have also been applied
in the maritime industry (Al-Khayyal and Hwang,
2007; Song and Furman, 2013; Persson and Göthe-
Lundgren, 2005; Grnhaug et al., 2010).

The problem explored in this paper is the inven-
tory routing problem that allowed the vehicles to carry
out more than one route in each period of the planning
horizon and therefore it was denominated multi-trip
inventory routing problem. The consideration of mul-
tiple routes can provide advantages, in the sense that
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the cost of the vehicle is usually fixed for a period
of the planning horizon, therefore reducing the costs
at this level. On the other hand, the consideration of
this variant with multiple routes makes the problem,
which is already difficult to solve, even more difficult.

Since there is an increasing interest in applying
this problem in practical cases in industry, several
heuristics and exact algorithms have been proposed
by several authors in the literature. The difficulty
of solving the inventory routing problems has been
mostly motivated by the development of heuristics,
which in many cases show good results (Herer and
Levy, 1997; Archetti et al., 2011; Cordeau et al.,
2015; Hemmati et al., 2015). In a recent paper, the
inventory routing problem with multiple products and
vehicles was solved with an exact model (Coelho and
Laporte, 2013). The authors describe an integer pro-
gramming model, to which are also added valid in-
equalities with the objective of strengthening it. In
the model a branch-and-cut is proposed that is able to
solve instances with a maximum of 5 vehicles, 5 prod-
ucts, 7 periods and 50 customers. In another prob-
lem with a constant customers demand the authors re-
sorted to a Lagrangian relaxation method that derives
lower and upper bounds for the model in order to ob-
tain good quality solutions in acceptable times (Zhong
and Aghezzaf, 2012). In another paper it is also pro-
posed a method of Lagrangian relaxation combined
with a subgradient method, able to solve instances up
to 200 customers (Yu et al., 2008). Two integer pro-
gramming models were proposed to solve the inven-
tory routing problem when the inventory is managed
by the supplier and when it is managed by the cus-
tomer, comparing the two approaches (Archetti and
Speranza, 2016).

The multi-trip inventory routing problem is typi-
cally more difficult to resolve as compared with the
usual vehicle routing problem. This variant was re-
viewed elsewhere (Şen and Blbl, 2008). Since this is
not a trivial problem, several heuristic methods have
been proposed. A tabu search algorithm is also de-
scribed to solve this problem (Taillard et al., 1996).
The same problem was addressed with a heuristic al-
gorithm also using tabu search (Brando and Mercer,
1998). The use of constructive heuristic with three
phases was also proposed (Petch and Salhi, 2003). An
adaptive memory procedure was described (Olivera
and Viera, 2007), and the results were compared with
those obtained with others from the literature (Tail-
lard et al., 1996; Brando and Mercer, 1998; Petch and
Salhi, 2003). A genetic algorithm was also proposed,
for the first time, to solve this problem (Salhi and
Petch, 2007). A vehicle routing problem with multi-
ple routes and additional accessibility constraints was

studied using a tabu search algorithm that involved in-
stances up to 1000 customers (Alonso et al., 2008).

An exact integer programming method was pro-
posed for the problem of routing with a single vehi-
cle with time windows and multiple routes (Azi et al.,
2007). The algorithm is divided in two phases: first,
all valid routes are generated and in the second phase
routes are affected at different periods of the plan-
ning horizon. The authors further generalize the al-
gorithm for the case of multiple vehicles (Azi et al.,
2010). The authors resorted to a column generation
algorithm able to solve instances with a number of
customers between 25 and 50.

A pseudo-polynomial network flow model was
used to solve the vehicle routing problem with time
windows and multiple routes (Macedo et al., 2011).
In the model, the underlying graph vertices corre-
spond to instants of time of the planning horizon, and
the arcs define valid routes. It is proposed an exact al-
gorithm that considers an iterative disaggregation of
the vertices of the graph, which are first aggregated
to obtain a smaller model, and thus easier to solve.
The model proposed in this article is similar to the
one here described (Macedo et al., 2011) in the sense
that it uses a pseudo-polynomial network flow model,
the arcs define valid routes and the vertices also cor-
respond to instances of time.

In section 2 we present the definition of the prob-
lem, showing also an example. On section 3 it is for-
mally presented the pseudo-polynomial network flow
model to solve this problem. In section 4 the com-
putational results are shown and finally, some conclu-
sions are presented in section 5.

2 MULTI-TRIP INVENTORY
ROUTING PROBLEM

2.1 Definition

The class of inventory routing problems considers a
context in which one or more types of products are
shipped from a supplier to a set of customers through
a fleet of vehicles.

In this problem the customers demand should be
satisfied during several periods of a planning horizon.
What differentiates this class of problems, from the
vehicle routing problem is the fact that the supplier
manages the inventory of the customer, i.e., the prod-
uct amount supplied to each customer in each period
is not necessarily equal to their demands. The prod-
ucts deliveries must be carried out in such a way that
the customers have available at each period, the re-
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quired amount of product.
In this paper, a variant of this problem is addressed

that considers the vehicle routing problem with mul-
tiple routes, which means that each vehicle can be al-
located to more than one route in each period of the
planning horizon.

We consider that a fleet of vehicles is located in a
warehouse, which supplies a set of customers with a
single type of product.

The objective of this problem is to determine the
optimal set of routes that minimize the total trans-
portation cost, and any storage costs in the customer.
That is, whenever an order is delivered before the set
period, incurs in a penalty proportional to the costs
of storage of products in the customer. On the other
hand, it is considered that customers have an unlim-
ited storage capacity. With regard to anticipated de-
liveries, they can not be phased. This means that all
demand for a period is delivered in a single visit to the
corresponding customer, whether made on the same
period or in previous periods.

In this problem, the number of available vehicles
is limited, as well as the capacity of each vehicle, and
the load in each route can not exceed its capacity. It
is assumed that each unit of the product transported
occupies a unit of volume on the vehicle and the time
spent on transportation is equivalent to the distance
traveled. Each vehicle can carry out various routes
per period, so that, the sum of their lengths does not
exceed the duration of a working day.

2.2 Data and Parameters

To clarify the formal presentation of the problem, we
provide below an exhaustive list of parameters that
characterise it:

− D = {0}: warehouse;

− S = {1, . . . ,N}: customers;

− T = {1, . . . ,τ}: time periods of the planning hori-
zon.

The warehouse is associated with the index 0.
Customers are located within a certain distance from
the warehouse, distributed according to their cartesian
coordinates. The planning horizon defines the time
period for which deliveries to customers will have to
be made. This period will subsequently be divided
into units of time referred to as work day.

We consider that a customer cannot be visited
more than once in each time period and there is a
single type of product. Furthermore, we assume that
a visit to a customer at a time t requires the deliv-
ery of the demand for that period, and eventually the

later periods. Stock-outs are not allowed, i.e., all cus-
tomers must imperatively have at their disposal, in
each period, the required quantities of products. Fi-
nally, it is considered that there is no initial stock in
customers, i.e., at time period 0 of the planning hori-
zon the customers do not have at their disposal any
stock.

Below we present the problem data:

− C: vehicle capacity (homogeneous fleet);

− F : number of available vehicles;

− W : duration of a working day;

− dt
i : demand of customer i on time period t;

− Nmax: maximum number of customers visited by
route.

Some additional settings:

− Ψt : set of valid routes in the period t;

− Nr: set of customers visited by route r;

− αt ′
irt : equal to 1 if the route r delivers the demand

of the customers i in the period t, or equal to 0
otherwise;

− a route r is characterised by a set of customers
(visited by the route) and the periods of demands
that are delivered as part of the same route.

The costs considered in this problem are:

− Cv: fixed cost for using a vehicle in a working day;

− Cr: transportation cost associated with the route r;

− Chi : storage cost of a unit of product on the cus-
tomers i for a period of time;

− CHt
r
: total cost of storage associated with the route

r (CHt
r
=∑i∈Nr Chit

i
r, being t i

r the total waiting time
until the product is consumed on the customer i
delivered through the route r).

2.3 Example of a Problem Instance

Example 1. Consider the example of an instance for
the inventory routing problem.

The Table 1 indicates all the parameters that de-
fine it. Table 1a defines the location of the warehouse,
and Table 1b defines the capacity of the vehicles (C),
the fleet size (F), the duration of a working day (W),
the number os periods of the planning horizon (τ) and
the number of customers (N). In Table 1c are repre-
sented the customer cartesian coordinates (x,y), as
well as the storage costs for each customer (Chi ). Fi-
nally, Table 1d defines the demands dt

i in the period t
for the customer i.

The graphical representation of this instance can
be observed in Figure 1, showing the warehouse and
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Table 1: Example of an instance of the inventory routing
problem. (a) Warehouse location data, (b) general data of
the problem, (c) customer data and (d) customer demands.

A 10 20
(a)

C 10
Cv 20
F 5

W 120
T 3
N 5

(b)

x y Chi
9 50 24

-9 10 15
-22 22 3
-15 45 9

-3 44 12
(c)

t i dt
i

1 1 4
1 2 2
1 3 2
1 4 2
1 5 2
2 1 2
2 2 2
2 3 2
2 4 2
2 5 2
3 1 4
3 2 2
3 3 2
3 4 2
3 5 3

(d)

the customers distributed according to their cartesian
coordinates. All connections between customers and
warehouse (supplier) are also represented, as well
as the corresponding distances to be traveled in this
route.

Figure 2 represents a valid solution for this in-
stance, which has in the first period a cost of 214,
in the second 198 and in the third and last 131, with
a total cost of 543. In this case, it is not possible to
use a single vehicle in the first period, since the dis-
tance that the vehicle would have to travel to deliver
all customer demands is greater than 120 (length of a
work day). Thus, two vehicles are scheduled for the
routes for the first period, and in each of the routes it
is delivered the demand for further periods, in partic-
ular customers 3 and 4. These deliveries in later peri-
ods incur in a penalty for each unit in storage. In the
second period, it may resort to a single vehicle that
performs two routes. In the third period, a single ve-
hicle performs the remaining deliveries to customers
where the demands have not yet been satisfied, mak-
ing use of a single route. In this latter period there is
no storage costs since all demands are satisfied and
consumed in this period. In this figure, the informa-
tion relative to the demand is denoted by dt

i , and can
exist for later periods. The information about the dis-
tance (l) traveled and the volume (v) occupied on the
vehicle in the route is defined in the arcs as [l|v]. Ta-
ble 2 discriminates the objective function values for
the three periods shown in Figure 1.

−25 −15 −5 5
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20

30

40

50

Wharehouse

Customers

i = 1

i = 2

i = 3

i = 4
i = 5

30

21

32

35 27

44

42

25
13

18

36

35

24 29

4

Figure 1: Instance graphical representation with a ware-
house, customers and their distances located in midway of
the connections.
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3
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2
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[d3
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[d2
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3
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[30|10]

[43|6]

[47|4]

[82|0]

[21|6]

[39|4]
[71|0]

[30|7]

[43|5]

[70|0]

[91|4]

[112|0]

[30|8]

[55|4]

[79|2]

[111|0]

Period 1 Period 2 Period 3

Figure 2: Valid solution to the inventory routing problem
instance of Example 1. In the middle of the connection
between each customers is shown the distance traveled, as
well as the volume of the goods on the vehicle in the route.
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Table 2: Objective function values for the three periods.
T Cr Cv Chi total
1 82 + 71 20 + 20 9×2+3×2 214
2 112 20 12×3+15×2 198
3 111 20 0 131

543

3 A NETWORK FLOW MODEL
FOR THE MULTI-TRIP
INVENTORY ROUTING
PROBLEM

In this section, we describe a new integer program-
ming model for the multi-trip inventory routing prob-
lem.

This network flow model is defined in a set of
acyclic and direct graphs, one for each period of the
planning horizon, denoted by Gt = (V,At), t ∈ T and
V is a set of vertices V = {0, . . . ,W + 1}, and At is
the set of arcs that represent the set of all valid routes
in the period t ∈ T , as well as the waiting time in the
warehouse. A flow that runs through the graph repre-
sents a working day of a vehicle, i.e., the sequence of
routes and waiting times this performs from the mo-
ment 0 until time instant w of a given planning hori-
zon. A route is defined by a sequence of customers
to visit, as well as the respective product amounts to
deliver to each customer. In order for a route to be
valid, the sum of the quantities of products to be de-
livered to each customer must not exceed the capacity
of the vehicle, and the necessary travel time cannot
exceed a working day (a period of the planning hori-
zon). Note that the same route can start at different
instants, keeping it valid. The set of all valid routes is
generated in advance, and the variable xt

uvr represents
the route r that starts at the instant u and ends at time
v of period t ∈ T . Routes are generated through a re-
cursive process that will exclude routes violating the
vehicle capacity (C) and/or a maximum duration (W )
of the route.

min ∑
t∈T

∑
(u,v)r∈Ψt

Crxt
uvr +Cv ∑

t∈T
∑

(0,v)r∈Ψt

xt
0vr

+ ∑
t∈T

∑
(u,v)r∈Ψt

CHt
r
xt

uvr (1)

s.t. ∑
t∈T,t≤t ′

∑
(u,v)r∈Ψt |i∈Nr

αt ′
irtx

t
uvr = 1, ∀i ∈ S, t ′ ∈ T, (2)

∑
(0,v)r∈Ψt

xt
0vr ≤ F, ∀t ∈ T, (3)

− ∑
(u,v)r∈Ψt

xt
uvr + ∑

(v,y)s∈Ψt

xt
vys =





0, if v = 1, . . . ,W −1,
− ∑

(0,v)r∈Ψt

xt
0vr, if v =W, ∀t ∈ T, (4)

xt
uvr ∈ {0,1},∀(u,v)r ∈Ψt , ∀t ∈ T. (5)

The objective function (1) represents the sum of
the transportation costs of the traveled routes Cr, the
cost of the vehicles used Cv, and daily storage costs
per item CHi .

Restrictions (2) ensure that deliveries of demands
of all periods, for each of the customers are met by
one and only one of the traveled routes. This deliv-
ery can take place on the same period or in previous
periods.

Restrictions (3) impose that more than F vehicles
in each period t are not used. Conservation flow is
ensured by the restrictions (4).

Example 2. The graph from Figure 3 represents a
valid solution from Figure 2 of Example 1.

These graphs have a dimension W = 120 which
represents the duration of a working day, being 0 the
beginning and W the end. The set of arcs corresponds
to the represented traveled routes. Each vertice de-
fines a time instant and each arch represents a route
traveled to visit a series of customers. These flows
are the arcs defined for the three periods, in the first
one two vehicles perform a route each, in the second
period a single vehicle performs two routes and in
the third and final period a vehicle performs a single
route. This is a valid solution for instance Example 1.

4 COMPUTATIONAL RESULTS

To evaluate the performance of the model, it was used
a set of instances adapted from the literature (Moin
et al., 2010).

A set of 32 instances was generated, and in all
the duration of the planning horizon the working day
is W = 140. There are two instances for each com-
bination of parameters: number of customers N ∈
{10,20,40,50} and number of periods of the plan-
ning horizon τ ∈ {3,5,10,15}.

With this set of instances, different tests were per-
formed varying the capacity of the vehicles. It is con-
sidered C ∈ {10,13,20}, so that, for all instances all
the demands are higher than 20%, 15% and 10% of
vehicle capacity, respectively. It was also considered
an additional constraint on the maximum number of
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Table 3: Summary of instances solved to optimality / instances in which the model found a solution / number of instances to
solve.

Nmax C = 10 C = 13 C = 20
3 12/32/50 12/30/50 12/20/40
4 12/22/50 8/20/20 8/12/20
5 12/18/40 11/12/20 -

10 12/18/40 10/12/20 -

Table 4: Average values of instances solved with different parameters.

C Nmax t̄r ¯tm ¯ttotal n̄r ¯var ¯Limin f ¯Limup ¯gap % #opt
10 20 6,28 59,64 65,92 13561,08 21970,00 2680,50 2680,50 0 12
13 20 538,65 196,46 735,17 51020,08 62688,58 2499,22 2507,67 0,17 10
10 3 0,51 31,71 32,21 8479,33 16844,25 2738,50 2738,50 0 12
10 4 2,90 90,23 93,13 12961,50 21370,42 2685,00 2685,00 0 12
10 5 6,20 57,88 64,08 13561,08 21970,00 2680,50 2680,50 0 12
13 3 1,25 45,52 46,78 17398,92 28893,67 2672,17 2672,17 0 12
13 4 12,20 390,00 402,22 38345,67 50014,17 2560,10 2576,83 0,61 8
13 5 66,44 151,35 217,80 49527,67 61196,17 2503,21 2507,33 0,09 11
20 3 4,51 36,00 40,53 53169,92 73678,50 2634,42 2634,42 0 12
20 4 95,99 399,87 495,92 209121,33 230754,58 2480,53 2514,42 1,44 8

0 1208271

r1

r2

Period 1.

0 12070

112

r3

r4

Period 2.

0 120111

r5

Period 3.

Figure 3: Solution of multi-trip inventory routing problem
for three periods.
customers to visit in a route. In Tables 3 and 4, this
parameter takes on values that do not restrict, or only
limit slightly, the number of customers to consider in
a route.

Computational tests were performed using a PC
with i7 processor with 3.5 GHz and 32 GB of RAM.
The optimization routines resorted to version 12.6.1
of CPLEX. The time limit for resolution of the inte-
ger programming model was 900 seconds. For the
total time of model generation (including generation
of routes) and its resolution it was set a time limit of
9500 seconds.

Tables 3 – 4 report the results obtained and their
respective columns have the following meaning:

Nmax: maximum number of customers to visit on
a route;
tr: generation time of routes;
tm: execution time of the integer programming
model (1) – (4);
ttotal : total execution time (tm + tm);
nr: number of routes generated;
var: number of variables of the integer program-
ming model (1) – (4);
Limin f : best lower bound;
Limup: best upper bound;
gap %: gap (percentage);

In tests carried out without limit of customers to
visit (Nmax), where the vehicle capacity is 10 and 13
it was possible to solve, until the optimality, 24 of 18
and 10 of 12 instances, respectively. In this set of
tests, where there is no restriction on the maximum
number of customers to visit in a route, it was only
possible to find a solution for instances with N ≤ 40.

As expected, increasing the capacity of the ve-
hicles hinders the generation and resolution of the
model, since this variation increases the number of
valid routes and, consequently, the number of vari-
ables. Instances for which it was not possible to find
an optimal solution it was however possible to reduce
the optimality gap. However, the maximum gap for
all the parameters considered was equal to 8.85%.

Table 3 summarises the results obtained for all the
instances and aggregates them by the different param-
eters. Each field in the table reflects the number of in-
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stances solved to optimality, the number of instances
for which the model found a solution and the number
of instances to solve for this combination.

Note that a company that solves this problem will
just have to generate all the valid routes once for each
set of customers considered, and what will change in
practice are the demands.

5 CONCLUSIONS

The multi-trip inventory routing problem has a great
practical interest in the industrial field, but on the
other hand, it is quite challenging in terms of reso-
lution.

In this paper, we propose a network flow model for
multi-trip inventory routing problem, which is solved
exactly for a set of adapted instances in the literature.
The model was able to solve instances up to 50 cus-
tomers and 15 time periods in reasonable computa-
tional times. Several instances were solved to opti-
mality when set to different parameters. The average
gap obtained was relatively low.
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Abstract: This paper provides an effective method for evaluating the second moments such as variance and covariance
for the number of departures in two-node tandem queue with unreliable servers. The behavior of the system
is described by a level dependent quasi-birth-and-death process and the departure process is modeled by a
Markovian arrival process. Algorithms for the transient behavior, the variance and covariance structure for the
output process and the time to thenth departure are developed. We show that the results can be applied to
derive approximate formulae for the due-date performance and the distribution of the number of outputs in a
time interval.

1 INTRODUCTION

There is an extensive literature for the analysis of
manufacturing systems with finite buffers and unre-
liable servers. Most of the works related to the per-
formance evaluation of manufacturing systems have
been focused on analyzing the first order measures
such as average production rates and average buffer
levels in steady-state e.g. see the monographs (Buza-
cott and Shanthikumar, 1993; Gershwin, 1994), the
survey papers (Dallery and Gershwin, 1992; Pa-
padopoulos and Heavey, 1996; Li et al., 2009) and
the references therein. The first order measures can be
used to get information about the capabilities of a pro-
duction system in the long run. However, there may
be tremendous variability from a time period to pe-
riod (Gershwin, 1994, Section 3.2; Tan, 1999a). Thus
the second order measures such as the variance of the
number of parts produced in a given time period and
the inter-departure times and covariance between con-
secutive inter-departure times are also very useful to
design and control production systems in a more ef-
fective way. The information about the time depen-
dent second order measures can especially be useful
to respond short-term and long-term requirements in
an effective and timely way.

Studies on variance of the output process in a se-
rial production line have been presented during the
last decades, for a review of recent studies on the

variance of the output for production systems, one
can refer to the papers (Tan,2000; Tan, 2013; Lager-
shausena and Tan, 2015). For discrete material flow
production systems with finite buffers, Tan (1999b,
2000) use a Markov reward model to calculate the
variance of the number of parts produced in a given
time period in a two-station production line with finite
buffer capacities and deterministic processing times
and geometrically distributed failure and repair times.
Our approach to be developed in this paper is to model
the output process by a Markovian arrival process
(MAP) and to use the closed formulae for the tran-
sient behavior and the variance and covariance struc-
ture for the number of outputs during a period(0, t]
and thenth departure time in the literature.

This paper is aimed on providing an effective
method for evaluating the second moments of the
number of outputs and inter-departure times and in-
vestigating the effects of the system parameters to the
second moments. The results can be applied to the
practical problem such as due-time performance in
manufacturing system and are basis on analyzing the
long line. This paper concerns to the two-station sys-
tem with finite buffer capacities. A model of a two-
node system is simple, but it helps us to understand
the behavior of the system and gives some insights
of the more complicated system. The approach can
also be used as building block for analyzing the more
complex system with multiple nodes.
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This paper is organized as follows. In Section 2,
the model is described in detail. The moment formu-
lae for MAP are reviewed and algorithms for the per-
formance measures are presented in Sections 3 and 4,
respectively. In section 5, numerical results are pre-
sented. Concluding remarks are given in Section 6.

2 MODEL

We consider a tandem queueing network that consists
of two service stationsS1 and S2 and one buffer of
finite sizeb between them. Each stationSi has an
unreliable serverMi , i = 1,2. Assume the following
system characteristics.

BAS blocking mechanism: Blocking after service
(BAS) rule is adopted, that is, if the buffer is full upon
a completion of service at the first station, the server
M1 is blocked and the customer is held at the station
where it just completed its service until the stationS2
can accommodate it.

Open and saturated system: In many manufac-
turing system, it has been assumed that the first sta-
tion the first station is never starved and the last sta-
tion is never blocked. For potential applications of
the method and results to developing approximation
method of more complicated system, we assume that
the serverM1 in the first station is never starved and it
starts new service immediately after a service comple-
tion unless the server is blocked and the serverM2 in
the second station is never blocked and the customer
atM2 leaves the system immediately after completing
its service.

ODF rule : Each server is either up (operational)
or under repair (broken-down) at any time. Operation
dependent failure (ODF) is assumed. That is, a server
can fail only while the server is working and a server
never fails while the server is blocked or starved.

Exponential distributions of service time, failure
time and repair time: We define the failure time by
the operation time in units between two successive
failures (from a repair to a failure). The failure time
does not contain the time period while the server is
being blocked, starved or repaired. Service time, fail-
ure time and repair time ofMi are assumed to be of
exponential with ratesµi , νi andηi , respectively.

Let X(t) be the number of customers in the buffer
and at stationS2 and the customer blocked at station
S1. The state space ofX(t) is {0,1, · · · ,K}, where
K = b+2. LetJi(t) be service phase of the serverMi

at timet denote the states ofJ(t) by

Ji(t) =





w, Mi is working
s, Mi is starved
b, Mi is blocked
f , Mi is failed.

The state space of the stochastic processZZZ =
{Z(t), t ≥ 0} with Z(t) = (X(t),J1(t),J2(t)) is

S = ∪K
n=0Sn,

where

S0 = {(0,w,s),(0, f ,s)},
Sn = {(n, j1, j2) : j1, j2 ∈ {w, f}}, 1≤ n≤ K−1,

SK = {(K,b,w),(K,b, f )}.
The stochastic processZZZ = {Z(t), t ≥ 0} forms a
Markov chain with generator of the form

Q=




B0 A0
C1 B1 A1

. . .
. . .

. . .
CK−1 BK−1 AK−1

CK BK



.

The matricesBn, An, Cn are as follows:

Bn =




∗ ν2 ν1 0
η2 ∗ 0 ν1
η1 0 ∗ ν2
0 η1 η2 ∗


 , 1≤ n≤ K−1,

B0 =

(
∗ ν1

η1 ∗

)
, B∗

K =

(
∗ ν2

η2 ∗

)
,

An =




µ1 0 0 0
0 µ1 0 0
0 0 0 0
0 0 0 0


 , 1≤ n≤ K−2,

A0 =

(
µ1 0 0 0
0 0 0 0

)
,

AK−1 =




µ1 0
0 µ1
0 0
0 0


 ,

Cn =




µ2 0 0 0
0 0 0 0
0 0 µ2 0
0 0 0 0


 , 2≤ n≤ K −1,

C1 =




µ2 0
0 0
0 µ2
0 0


 , CK =

(
µ2 0 0 0
0 0 0 0

)
,

where the diagonal entries ofBn are determined by
Qe = 0 ande is a column vector of appropriate size
whose elements are all 1.
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3 DEPARTURE PROCESS

Let T be the first time until a customer leaves the sys-
tem and

Fzz′(t) = P(Z(T) = z′,T ≤ t |Z(0) = z), z,z′ ∈ S .

ThenT is the same as the absorbing time of a Markov
chain with rate matrix of the form

QT =

(
D0 D1
0 0

)
,

where

D0 =




B0 A0
B1 A1

. . .
. . .

BK−1 AK−1
BK



,

D1 =




O0
C1 O1

C2 O2
. . .

. . .
CK OK



.

The matrixF(t) = (Fzz′(t)) is given by

F(t) =
∫ t

0
exp(D0u)duD1, t ≥ 0

which is the inter arrival time of a Markovian arrival
process (MAP) with representationMAP(D0,D0), see
Lucantoni et al. (1990).

Let N(t) be the number of customers that leave
the system during an interval(0, t] and P(n, t) =
(Pzz′(n, t)) be the square matrix of size|S | whose
(z,z′)-component is

Pzz′(n, t) = P(N(t) = n,Z(t) = z′|Z(0) = z).

It follows from the Kolomogorov equations that

d
dt

P(n, t) = P(n, t)D0+P(n−1, t)D1, n≥ 1, t ≥ 0

(1)
andP(0,0) = I the identity matrix. The matrix gener-
ating functionP∗(w, t) = ∑∞

n=0wnP(n, t) is given by

P∗(w, t) = exp[(D0+wD1)t], |w| ≤ 1, t ≥ 0.

For later use, define the following notation. Letπππ =
(π(x),x∈ S) be the stationary distribution ofQ and

ΠΠΠ = eπππ, Ψ = (eπππ−Q)−1, λ = πππD1e
c = πππD1Ψ, d = ΨD1e.

It can be easily seen thatπππΨ = πππ, Ψe = e andce =
λ = πππd.

The following theorem can be found in (Neuts,
1989, Theorems 5.4.1 and 5.4.2; Artalejo et al, 2010).

Theorem 3.1. In stationary state, that is,π(x) =
P(Z(0) = x), mean µ(t) = E[N(t)], variance
σ2(t) = Var[N(t)] and the covarianceCov(t,u,v) =
Cov[N(t),N(v)−N(u)] (0 < t ≤ u< v) are given as
follows:

µ(t) = λt,

σ2(t) = σ̃2(t)+2c[exp(Qt)−ΠΠΠ]d,

Cov(t,u,v) = πππD1[I −exp(Qt)]exp[Q(u− t)]

×[I −exp(Q(v−u))]Ψd.

where

σ̃2(t) = 2(λ2− cd)+ (λ−2λ2+2cD1e)t. (2)

Remark 1.It is well known that ast → ∞
exp(Qt) =ΠΠΠ+O(tr−1e−ηt), (3)

where−η is the real part ofη∗, the non-zero eigen
value ofQ with maximum real part, andr is the mul-
tiplicity of η∗, see e.g. (Narayana and Neuts, 1992).
It can be easily seen from Theorem 3.1 and(3) that
Cov(t,u,v)→ 0 asu− t → ∞.

Remark 2.It can be seen from Theorem 3.1 that
the variance rate is given by the closed formula

V = lim
t→∞

Var[N(t)]
t

= (λ−2λ2+2cD1e).

Tan (1999b) use numerical result of the asymptotic
variance rateV to determine the varianceσ2(t) ≈ Vt
for larget. We can see that̃σ2(t) provides more ac-
curate approximation ofσ2(t) than that ofVt and it is
easy to computẽσ2(t).

Let ξn, n = 0,1,2, · · · be thenth transition time
of NNN with ξ0 = 0 and setτn = ξn − ξn−1 and Zn =
Z(ξn + 0), n = 1,2, · · · with Z0 = Z(0). The tran-
sition probability matrix of{Zn,n = 0,1,2, · · ·} is
P = (−D0)

−1D1 and the stationary distributionppp of
P is given by

ppp=
1
λ

πππD1.

The following theorem can be found in Artalejo et al.
(2010).

Theorem 3.2. Assume that Z(0) has a distribution
a = (a(x),x∈ S) with a(x) =P(Z(0) = x). The mean,
variance and covariance ofτn are given as follows:

E[τn] = aPn−1d0,

Var[τn] = 2aPn−1(−D0)
−2e−

(
aPn−1d0

)2
,

Cov(τk,τn) = aXk,ne− (E[τk])(E[τn]), 1≤ k< n,

where

d0 = (−D0)
−1e,

Xk,n = Pk−1(−D0)
−1Pn−k(−D0)

−1P, 1≤ k< n.
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Remark 3.Since limn→∞ Pn = eppp, it can be easily
seen that for eachk= 1,2, · · · ,

lim
n→∞

Cov(τk,τn) = 0.

Remark 4. The mean and variance ofξn are as
follows

E[ξn] =
n

∑
i=1

E[τi ],

Var[ξn] =
n

∑
i=1

Var[τi ]+2
n−1

∑
i=1

n

∑
j=i+1

Cov(τi ,τ j ).

Remark 5.Assuminga = ppp, the mean, variance
and covariance ofτn are as follows:

E[τn] =
1
λ
,

Var[τn] =
2
λ

πππd0−
1
λ2 ,

Cov(τk,τn) =
1
λ

πππPnd0−
1
λ2 ,n= 1,2, · · · .

4 ALGORITHMS

It is necessary toπππ, Ψ = (eπππ−Q)−1 and exp(Qt) for
the variance, covariance ofN(t) andτn. In this sec-
tion, some algorithms for computingπππ, Ψ = (eπππ−
Q)−1 and exp(Qt) are presented.

1. Algorithm for stationary distributionπππ of Q.
Here, we present an algorithm for stationary distribu-
tion πππ of Q. Write πππ = (πππ0,πππ1, · · · ,πππK), whereπππi is
the vector of sizel i , 0≤ i ≤ K. Let R1, · · · ,RK be the
matrices satisfies the following matrix equations

An−1+RnBn+RnRn+1Cn+1 = 0, 1≤ n≤ K −1,

AK−1+RKBK = 0.

The solutions of the equation are given as follows:

RK = AK−1(−BK)
−1,

Rn = An−1[−(Bn+Rn+1Cn+1)]
−1, n= K−1, · · · ,1.

Then the stationary distributionπππ of Q is given as fol-
lows

πππn = πππ0R1 · · ·Rn, n= 1,2, · · · ,K
with

πππ0[B0+R1C1] = 0

and normalizing condition

πππ0

(
e+

K

∑
n=1

R1 · · ·Rne

)
= 1.

Onceπππ is obtained,ppp = (ppp0,ppp1, · · · ,pppK) can be cal-
culated by

pppk =

{
1
λπππk+1Ck+1, k= 0,1, · · · ,K−1,
0, k= K.

2. Algorithm for(−D0)
−1. It can be seen from the

structure ofD0 that(−D0)
−1 is of the form

(−D0)
−1 =




X(0,0) X(0,1) · · · X(0,K)
X(1,1) · · · X(1,K)

O
. . .

...
X(K,K)


 .

The block componentsX(i, j), 0≤ i ≤ j ≤ K are cal-
culated following the algorithm in (Shin, 2009) as fol-
lows :

(1) Compute

Gn = An−1(−Bn)
−1, n= K,K −1,N−2, · · · ,1

andG0 = (−B0)
−1.

(2) ComputeX(n,k), 0≤ n ≤ K, k = n,n+ 1, · · · ,K
as follows: Forn = 0,1, · · · ,K, set X(n,n) =
(−Bn)

−1 and

X(n,k) = X(n,k−1)Gk, k= n+1,n+2, · · · ,K.

3. Algorithm for Ψ = (eπππ − Q)−1. Let En =
(1, · · · ,1)T (0 ≤ n ≤ K) be theln-dimensional col-
umn vector whose components are all one andE∗

1 =

(1, · · · ,1)T be the(∑K
i=1 l i)-dimensional column vec-

tor, wherel i is the number of elements ofSi . Let
πππ∗

1 =(πππ1, · · · ,πππK) andΠ[i, j] =Eiπππ j , 0≤ i, j ≤K. De-
note the(i, j) block matrix of a matrixA correspond-
ing to (i, j) block of Q by A[i, j], 0≤ i, j ≤ K. Write
the matrixQ in the block form

Q=

(
B0 Q01
Q10 Q11

)
, eπππ−Q=

(
A00 A01
A10 A11

)
,

where
A00 = E0πππ0−B0, A01 = E0πππ∗

1−Q01,
A10 = E∗

1πππ0−Q10, A11 = E∗
1πππ∗

1−Q11.

Then the block matrix form ofΨ is given by (e.g.
(Horn and Johnson, 1985, page 18))

Ψ =

(
A∗−1

00 −A−1
00 A01A

∗−1
11

−A∗−1
11 A10A

−1
00 A∗−1

11

)
,

where

A∗
00 = A00−A01A

−1
11 A10,

A∗
11 = A11−A10A

−1
00 A01.

The matrixΨ is calculated by the following step:

(1) Calculate(−B0)
−1 using the ordinary algorithm.

(2) SinceQ11 is block tridiagonal matrix, one can use
the algorithm in (Shin, 2009) for(−Q11)

−1.

(3) For A−1
11 andA−1

00 , one can use the following for-
mula (see Horn and Johnson(1985, page 19))

A−1
11 = (−Q11)

−1− 1
1+πππ∗

1q11
q11πππ∗

1(−Q11)
−1,

where q11 = (−Q11)
−1E∗

1. The inverse matrix
A−1

00 is calculated by usual method.
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(4) CalculateA∗−1
11 by the formula,

A∗−1
11 = (A11+A10(−A−1

00 )A01)
−1

= A−1
11 +A−1

11 A10A
∗−1
00 A01A

−1
11 ,

whereA∗−1
00 is calculated by usual method.

(5) The(i, j) blockΨ[i, j] of Ψ is

Ψ[i, j] =





A∗−1
00 , i = 0, j = 0,

−A−1
00 (A01A

∗−1
11 )[ j], i = 0, 1≤ j ≤ K,

−(A∗−1
11 A10)[i]A

−1
00 , 1≤ i ≤ K, j = 0,

A∗−1
11 [i, j], 1≤ i, j ≤ K.

4. Calculation ofexp(Qt) = ∑∞
n=0

tn
n! Q

n. We use
the uniformization technique. Let

q= max
z∈S

([−Q]zz)

andΘ = I + 1
qQ. Then

exp(Qt) = QM(t)+E
(M)(t),

where

QM(t) =
M

∑
n=0

e−qt (qt)n

n!
Θn,

E
(M)(t) =

∞

∑
n=M+1

e−qt (qt)n

n!
Θn.

For givenε > 0, letM(ε) be the positive integer such
that

1−
M(ε)

∑
n=0

e−qt (qt)n

n!
< ε.

For larget, the following addition formula is useful.
First, take an integern0 such thatt0 =

qt
n0

is moderate

with E (M)(t0)e < ε0e. Note that

exp(Qt) = [exp(Qt0)]
n0 =

[
QM(t0)+E

(M)(t0)
]n0

= [QM(t0)]
n0 +E

(M)(t0,n0),

where

E
(M)(t0,n0) =

n0

∑
k=1

(
n0

k

)[
E

(M)(t0)
]n0−k

[QM(t0)]
k .

SinceQM(t0)e< (1−ε0)e andE (M)(t0)e< ε0e, it can
be seen that

E
(M)(t0,n0)e < (1− (1− ε0)

n0)e.

5. Calculation of P(n, t). Let Θ0 = I + 1
qD0. Ap-

plying the uniformization technique toP(n, t) and us-
ing the the Kolmogorov equation(1), it can be seen
that

P(k, t) =
∞

∑
n=0

e−qt (qt)n

n!
K(n)

k , k≥ 1,

where{K(n)
k } satisfies the followings: fork= 1,2, · · · ,

K(n+1)
k =

1
q

K(n)
k−1D1+K(n)

k Θ0, n= 0,1,2, · · · (4)

with K(0)
k = 0, k≥ 1 andK(0)

0 = I and

K(n+1)
0 = K(n)

0 Θ0, n≥ 0.

The recursive formula(4) is also given in (Lucantoni,
1991). Let

E
(M)
k = P(k, t)−

M

∑
n=0

e−qt (qt)n

n!
K(n)

k , k≥ 0.

Note that

exp(Qt) =
∞

∑
k=0

P(k, t) =
∞

∑
n=0

e−qt (qt)n

n!

∞

∑
k=0

K(n)
k .

It can be seen from

Θn =
∞

∑
k=0

K(n)
k , n≥ 0

thatK(n)
k e < e and hence

E
(M(ε))
k e < εe, k≥ 0.

5 NUMERICAL RESULTS

We apply the algorithms in section 4 to the system
with two-node tandem queue with a finite buffer and
server breakdown. We consider the system with ser-
vice ratesµ1 = µ2 = 1.0, failure ratesν1 = 0.1, ν2 =
0.04 and repair ratesη1 = 0.5, η2 = 0.2. The isolated
efficiency of each server is the same asηi

νi+ηi
= 0.833.

In this section, we assume that the system is in sta-
tionary state.

1. Speed of convergence to stationary state.We
investigate how fast the distribution of the process
ZZZ converges to the stationary distributionπππ. It can
be seen from(3) that ∆Q(t) = log||exp(Qt)− Π||
is almost linear for larget. We also have seen that
the speed of convergence of exp(Qt) decreases as
buffer size increases. For example, the timets(b) :=
min{t > 0 : ∆Q(t) < −5} arets(3) = 74, ts(5) = 99,
ts(7) = 134.

2. Variance of N(t). Figures 1 and 2 show vari-
anceσ2(t) and the difference∆σ2(t) = σ2(t)− σ̃2(t).
Figure 1 exhibits thatσ2(t) increases almost linearly
ast increases as expected in the formula in Theorem
3.1. It can be seen from fig. 2 thatσ̃2(t) can be used
instead ofσ2(t) for t ≥ ts. In fact, it follows from
Theorem 3.1 and(3) that forts with ∆Q(ts)< log10ε,

|∆σ2(t)|< 2|cd|ε, t ≥ ts.
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Figure 1: The varianceσ2(t).

Figure 2: Differences∆σ2(t) = σ2(t)− σ̃2(t).

Indeed, forb = 5, ∆σ2(64) < 10−3, ∆σ2(81) < 10−4

and∆σ2(99)< 10−5.
3. Covariance of N(t). Figure 3 de-

picts the Cov[t] = Cov[N(t),N(2t) − N(t)] and
limt→∞ Cov[t] = πππd−λ2. Figure 3 shows that Cov[t]
is positive forb= 3 and negative forb= 5.

Figure 3: Covariance Cov[N(t),N(2t)−N(t)] for b= 3,5.

5. Distribution of N(t). The distribution ofN(t)
is depicted in figure 4 fort = 30, t = 50, t = 70.
The figures show that the distribution ofN(t) visu-
ally resembles the normal distribution. The the pair
(skewness, kurtosis) of N(t) are (−0.2599,0.5054),
(−0.2393,0.1739) and(−0.2141,0.1486) for t = 30,
t = 50 andt = 70, respectively. Here, we approximate
the distribution ofN(t) in stationary state with the
normal distributionN(µ(t),σ2(t)) with meanµ(t) =
λt and varianceσ2(t) as Tan (1999b), that is,

P(N(t)≥ n)≈ 1−Φ

(
n−0.5−λt√

σ2(t)

)
, (5)

whereΦ(x) =
∫ x
−∞

1√
2π exp(−y2/2)dy is the distribu-

tion function of the standard normal distribution and
n− 0.5 is used for correction of the approximation
of discrete random variable using continuous distri-
bution andσ̃2(t) can be used as an approximation of
σ2(t) for larget.

Figure 4: Plot ofp(n, t) = P(N(t) = n)] for b= 5.

The approximation errors ∆N(t) between
P(N(t) ≥ n) and normal approximation are depicted
in figure 5 fort = 30, t = 50, t = 70 andb= 5. The
maximal error of approximation occurs at the mean
λt for each case. Figure shows that the accuracy
increases ast increases.

Figure 5: Error of normal approximation forP(N(t)≥ n).

6. Due time performance. The due-time perfor-
mance of a production line can be measured by a
probability

p= P(N(t∗)≥ n∗)

of meeting a customer’s ordern∗ on time t∗. Some
numerical results fort∗ for givenn∗ and p are listed
in Table 1.

Table 1: Due timet∗

p
n∗ 0.5 0.6 0.7 0.8 0.9 0.99
50 72 76 79 84 91 109
70 101 105 110 115 123 143
100 145 150 155 161 170 193
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6 CONCLUSIONS

We have provided an algorithm for the transient be-
havior, the variance and covariance structure for the
output process and inter-departure time in two-node
tandem queue. Some numerical results are presented.
We also showed that the results can be applied to
derive approximate formulae for the due-date perfor-
mance and the distribution of the number of outputs
in a time interval.

The algorithm is based on the Markovian arrival
process (MAP) which gives closed formula for vari-
ance and asymptotic variance. This is a different point
from the other methods in the literature for variance
of departure process. The algorithm requires only the
inversions of the block matrices of size 4 in the com-
puting process. Thus the computational complexity of
the algorithm dose not severely depend on the buffer
size of the system. The approach using MAP can be
easily applied to the system with more general ser-
vice, failure and repair time than exponential case.

Although the method developed in this paper is
quite efficiently, it will be limited to apply the method
to the system with multiple nodes due to the rapid in-
crease of the number of states when the number of
stations and the buffer capacities increase. There-
fore developing approximation methods to estimate
the second moment measures in multiple node system
are required. There are many approximation methods
for throughput in a complicated system, for exam-
ple, decomposition method and aggregation method
(Dallery and Gershwin, 1992; Li et al., 2009) that use
the the two-node system. The method of analyzing
the two-node system can be used as a building block
of analyzing the more complex system.
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Abstract: The presented article attempts to develop an innovative methodology for supporting risk management of the 
implementation of projects. The methodology applies to manufacturing companies of the automotive 
industry, because it is one of the industries where the projects are comparable to each other. On this basis, it 
is possible to identify the risks that occurred in the past during the various stages of projects, which can 
contribute to more effective risk management during the current and future projects. The paper presents 
selected methods of data analysis: statistical method and method of graphical data visualization. There are 
also shown recommendations for data collection and processing which will enable the development of the 
innovation called authorial methodology. This developed methodology describes how to collect data on 
ongoing projects, as well as how to make their analysis to allow their subsequent use. The presented 
methodology is to aimed at optimizing decision making for project implementation in management 
sciences. 

1 INTRODUCTION 

The basis of production companies of the 
automotive industry is the completion of projects. 
Extensive engineering centers, cooperating closely 
with production facilities, are responsible for the 
development of existing, and entirely new product 
concepts. Starting with the implementation of the 
developed solutions and ending in production. In 
situation where the project involves cooperation 
with crucial contractor for the company, or is 
intended to implement a very important strategic 
objectives of the company. The success depends on 
whether the company is competitive on the market. 

Regardless of market segment of the company, 
the completion of projects involves many 
challenges, which are diverse and complex. 
However, the common feature for all difficulties is 
that they carry a risk. It could threaten the planned 
completion of the project, or lead to a total failure. 
To avoid failure, people such as project managers, 
operational managers, or leaders of the various units 
use methods supporting the management of risks. 
The aim of these methods is to prepare for the risk 

(negative risk – called threat »Korczowski, 2010; 
PMBOK Guide, 2012«) to respond in the incidents 
of danger, and to eliminate or at least to reduce their 
undesirable effects. Concept of the risk is also 
associated with the possibility of incidents which 
can lead to positive consequences: this risk is called 
opportunity (Jaafari, 2001). The role of the person 
responsible for this phase of the project is to make 
the opportunity happen. 

In the case of companies whose functioning is 
based on the successful completion of projects, it is 
very important to pay attention to various aspects of 
the tasks. The aim is to improve efficiency, reduce 
the amount of unplanned costs and to achieve the 
intentions according to the plan. In such situations, it 
is important to draw the appropriate conclusions 
after, and during the completion of each project. 

It should concern issues such as execution 
management tasks, cooperation with subcontractors, 
or the quality of the work performed by the 
individual functional groups. Information about 
these issues can be useful for risk management in the 
future, because the knowledge of the past risks or 
opportunities, combined with the knowledge on how 
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Development of an Innovative Methodology Supporting Project Risk Management in the Manufacturing Company of the Automotive Industry.
In Proceedings of the 6th International Conference on Operations Research and Enterprise Systems (ICORES 2017), pages 265-271
ISBN: 978-989-758-218-9
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved

265



to deal with such situations, can contribute to the 
fast, and appropriate risk response (Larose, 2006; 
Pickett and Elliot, 2007). 

Sometimes after the completion of the project, 
there is not enough time to analyze it and draw 
conclusions, because next project is started very 
quickly. 

In that case it is not possible to share the 
knowledge gained during the completion of the 
project with other employees of the company or to 
catalogue it properly. That is why it would be useful 
to have a tool to support fast archiving of 
information and knowledge, and to be able to draw 
conclusions on the basis of available data. 

An obstacle to the practical use of such tool is 
the fact that each of project is innovative and unique, 
so their comparative analysis will not always make 
sense. However if similar projects would be studied, 
their comparison can provide useful information and 
lead to conclusions which will be helpful in 
managing the risk of other similar projects realized 
by the company in the future. 

This situation takes place in companies in 
automotive industry, which realize many similar 
projects. This means that the projects are 
comparable to each other, and on this basis it is 
possible to formulate a thesis that the identify the 
risks that have occurred in the past at different stages 
of projects, it can contribute to more effective risk 
management during the current and future projects. 

To be able to use this approach in practice, it is 
necessary to know the methodology of data analysis 
on completed projects in order to identify the risks 
related with them. 

The aim of this paper is to develop the 
methodology for collecting and analyzing data on 
completed projects that allow their subsequent 
analysis, in order to identify key risks of projects, 
and provide valuable information. 

2 METHODS OF DATA 
ANALYSIS 

The development of the methodology of analysis of 
projects and to implement it as a tool based on a 
spreadsheet, it is helpful to have knowledge of 
exploration topics (Dvir, Raz and Shenhar, 2003). 
The following are methods for the analysis and 
presentation of data: 
 The statistical method, which will be used in 

creating the spreadsheet, supporting project risk 
management. This method is based on the 

analysis of the probability of risks. The 
possibility of using this method is based on the 
information gathered from past projects; 

 Method of graphical data visualization, which 
enables to analyze the data through the visual, 
and thus it gives the chance the data will be 
noticed in a way that would be difficult to 
determine through analysis of algorithm by a 
computer. The method should be used in the 
process of developing a spreadsheet, because it 
can provide additional opportunities to draw 
conclusions by the user through the observation 
of graphical presentation of the data (Hand, 
Mannila and Smyth, 2006). 
Note, however, that before you can use the 

selected method, it is necessary to determine the 
appropriate method of collecting data on developing 
on developing projects. 

3 METHODOLOGY OF DATA 
COLLECTION AND ANALYSIS 

To make valuable data analysis it is necessary to 
determine the appropriate method of data collection. 
It was determined that the collection of data may 
occur as follows: 
1) At the beginning of the project and at each of its 

stages, the following information should be 
provided: 
a) what budget has been allocated for the 

completion of the project (planned cost of 
completion); 

b) time planned for completion; 
c) the identified sources of uncertainty; 
d) the identified risks. 
e) the success factors of the project, which 

should be provided. 
2) After completion of the project and at each of 

its stages, the following data should be 
collected: 
a) the amount of money that has been spent 

on the completion (actual cost); 
b) the duration of completion; 
c) the person responsible for the result of the 

work performed; 
d) persons/functional group that carried out 

the work; 
e) other stakeholders involved in the 

completion and their impact on the project; 
f) sources of uncertainty identified during the 

implementation; 
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g) sources of uncertainty, that resulted in 
materialized risks; 

h) risks identified during the completion; 
i) materialized risks; 
j) financial and timing impact of materialized 

risks on project/stage; 
k) success factors of the project, which 

should be provided. 
In a situation where the above mentioned data 

was collected, it is possible to analyze it. Based on 
the literature, its solutions (Atkinson, 1999; Gardiner 
and Stewart, 2012; Pritchard 2002), and experience, 
it has been attempted to create a methodology 
supporting risk management of the completion of 
projects in the manufacturing company of the 
automotive industry. 

The following is a developed methodology: 
1) To conduct a separate analysis of each of the 

projects/stages: 
a) comparison of the project’s budget with 

actual costs that had to be allocated for its 
completion; 

b) comparison of the budget of the project’s 
stages with actual costs that had to be 
allocated for their completion; 

c) comparison of the planned completion time 
of the project with the actual time that was 
needed to complete it; 

d) comparison of the planned execution time of 
subsequent stages with the actual time that 
was needed to complete them; 

e) comparison of the list of sources of 
uncertainty identified before the start of 
project with those that have been identified 
during the subsequent stages; 

f) specification of the received summary list of 
uncertainties, which resulted with 
materialized risk during project’s 
completion; 

g) comparison of the list of risks identified 
before the start of the project and at each of 
the stages, with those that have been 
identified during the completion of the 
project; 

h) specification of the received summary list of 
risks that have materialized and note their 
impact on the project in terms of cost and 
completion time; 

i) comparing the list of success factors of the 
project, which should be provided during its 
completion (and at each of the individual 
stages) with a list of success factors, which 
are guaranteed in the completion of tasks; 

j) to determinate which of other stakeholders 
involved in the project had positive, and 
which ones had negative impact on its 
completion; 

k) to determinate which person was responsible 
for the result of work performed on particular 
stage, along with details which stage was 
completed before planned time, which was 
completed on time and which was delayed; 

l) to determine which person was responsible 
for the result of work performed on the 
particular stage, along with details which 
stage exceeded the budget, which took the 
assumed costs and which was carried out 
cheaper than it was expected; 

m) to determine which person/functional group 
performed work at each stages, along with 
details which stage was completed before 
time, which was completed on time and 
which was delayed; 

n) which person/functional groups performed 
work at each stage, with details which stage 
exceeded the budget, which took the assumed 
costs and which was carried out cheaper than 
expected. 

2) Determination of completion indicators, 
separately for each of the projects/stages: 
a) The index of the financial viability of the 

project’s completion/stage: 

 ிܹ = ܭோܭ · 100% (1)

where: ܭோ	– the actual cost of the phase/project; ܭ – the planned cost of the phase/project. 

b) The index of the time efficiency of the 
project’s completion/stage: 

 ்ܹ = ோܶܶ · 100% (2)

where:   ோܶ – the actual duration of the project/phase; ܶ – planned duration of the project/phase. 

c) The efficiency indicator of identification 
sources of uncertainty of the project/stage: 

 ேܹ = ܰೋܰೋ + ܰಿ ೋ + ோܰಿೋ · 100% (3)

where: ܰೋ – the number of types of sources of 
uncertainty identified before the project/stage 
started, which have also been identified during 
its completion; 
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ܰಿ ೋ – the number of types of sources of 
uncertainty identified before the project/stage 
started, which were not identified during its 
completion; ோܰಿೋ – the number of types of sources of 
uncertainty not identified before the 
project/stage started, which were identified 
during its completion. 

d) The efficiency indicator of identification 
of sources of uncertainty leading to the 
materialization of risks: 

 ேܹಾ = ܰೋಾܰೋ + ܰಿ ೋ + ோܰಿೋ · 100% (4) 

where:   ܰೋಾ – the number of types of sources of 
uncertainty identified before the project/stage 
started, which have also been identified during 
its completion and led to the materialization of 
risks; ܰೋ – the number of types of sources of 
uncertainty identified before the project/stage 
started, which have also been identified during 
its completion; ܰಿ ೋ – the number of types of sources of 
uncertainty identified before the project/stage 
started, which were not identified during its 
completion; ோܰಿೋ – the number of types of sources of 
uncertainty not identified before the 
project/stage started, which were identified 
during its completion. 

e) The efficiency indicator of ensuring of the 
factors’ success of the project/stage: 

 ܹௌ = ܵܥோܵܥ · 100% (5)

where: ܵܥோ – the number of success’ factors of the 
project/stage provided during its completion; ܵܥ – the number of success’ factors of the 
project/stage, which should have been provided 
during completion. 

f) The indicator of financial efficiency of the 
person responsible for the result of the 
work carried out within the project/stage: 

 ܱைಷ = ܭ − ܭோܭ · 100% (6)

where: ܭ  – the planned cost of the project/stage; ܭோ  – the actual cost of the project/stage. 

g) The indicator of time efficiency of the 
person responsible for the result of the 
work carried out within the project/stage: 

 ܱை = ܶ − ோܶܶ · 100% (7)

where: ܶ – the planned duration of the project/stage; ோܶ – the actual duration of the project/stage. 

h) The indicator of financial efficiency of the 
person/functional group responsible for the 
work carried out within the project/stage: 

 ܱௐಷ = ܭ − ܭோܭ · 100% (8)

where: ܭ – the planned cost of the project/stage; ܭோ  – the actual cost of the project/stage. 

i) The indicator of time efficiency of the 
person/functional group responsible for the 
work carried out within the project/stage: 

 ܱௐ = ܶ − ோܶܶ · 100% (9)

where: 
 ܶ – the planned duration of the project/stage; ோܶ – the actual duration of the project/stage. 

j) The indicator of efficiency of risk 
identification of the project/stage: 

 ோܹ = ܴೋܴೋ + ܴಿ ೋ + ܴோಿೋ · 100% (10)

where: ܴೋ  – the number of the types of risks identified 
before the project /stage started, which have also 
been identified during its completion; ܴಿ ೋ  – the number of the types of risks identified 
before the project/stage started, which were not 
identified during its completion; ܴோಿೋ  – the number of types of risks not 
identified before the project/stage started, that 
were identified during its completion. 

k) The indicator of efficiency of 
identification of materialized risks in the 
project/stage: 

 ோܹಾ = ܴೋಾܴೋ + ܴಿ ೋ + ܴோಿೋ · 100% (11)

where: ܴೋಾ – the number of types of risks identified 
before the project/stage started, which were also 
identified during its completion, and which were 
materialized; 
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Figure 1: Main stages of the developed methodology (phase of data collection). 

 

Figure 2: Main stages of the developed methodology (phase of data analysis). 
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ܴೋ  – the number of the types of risks identified 
before the project/stage started, which have also 
been identified during its completion; ܴಿ ೋ  – the number of the types of risks identified 
before the project/stage started, which were not 
identified during its completion; ܴோಿೋ  – the number of types of risks not 
identified before the project/stage started, which 
were identified during its completion. 

3) Preparation of the reference library by 
comparing of the corresponding data from all 
projects, so that in the future it would be 
possible to further analyze the available data 
and to have a direct insight into its features. 

4) The calculation of the average value of the each 
of indicators of project/stages of completion 
based on the values determined through the 
completion in point 2. 

5) Identifying key risks of projects/stages: 
a) calculating the probability of occurrence of 

each of the risks, based on the data; 
b) determination of the level of severity for 

each of the risks, keeping the 
differentiation on the degree of financial 

risk and the degree of time of the risk, in 
sequence according to the following 
formulas: 

 ܵோಷ = | ோܲ ∙ ܹܴி| (12)

where:  ோܲ – the probability of risk; ܹܴி –	 the average financial impact (loss/gain 
caused by the risk); 

 ܵோ = | ோܲ ∙ ்ܹܴ| (13)

where: 
 ோܲ – the probability of risk; ்ܹܴ – medium time impact (shortening the 
time/delay caused by the risk). 

c) the risk categorization of particular phases 
– selection of appropriate limit values 
should be made on the basis of 
information, experience of the project 
manager and the nature of the 
implemented project. For the purposes of 
this   paper   categories   were   determined 

 

Figure 3: Phase of collect data on the implementation phases of the project. 
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according to the following criteria: 
 low risk – the value of the degree of risk 

from 0 to 0.15; 
 moderate risk – the value of 0.16 to 0.37; 
 high risk – the value of 0.38 to 0.75; 
 critical risk – the value of 0.76 and above. 

Implementation of the described methodology is 
shown in the example below: Figure 1 (own 
elaboration based on: Żmuda, 2016). shows the steps 
of data collection in a situation where the company 
has completed three projects. 

In situation where data were collected for the 
three projects, the analysis phase can occur, as it is 
schematically presented below in Figure 2 (own 
elaboration based on: Żmuda, 2016). 

Both the collection and analysis of data for each 
of particular phases is carried out similarly to 
carrying out these activities for the project, the idea 
is presented Figure 3 (own elaboration based on: 
Żmuda, 2016). 

4 CONCLUSIONS 

In the presented paper it has been developed a 
methodology for collecting data on completed 
projects to allow their subsequent analysis, and also 
a methodology of data analysis to identify the key 
risks of projects and to provide a valuable 
information. Using the developed methodology, in 
the future it is planned to create a tool to support the 
completion of projects in the form of a spreadsheet. 
While continuing work on the field tackled in this 
paper, it is recommended to implement the 
developed methodology for the data collection and 
analysis into a computer application. 

While using the developed methodology it 
should be borne in mind that phenomena such as risk 
and uncertainty are often very dynamic and they 
have interdisciplinary nature, thus the degree of 
repeatability can vary depending on the nature and 
level of innovation and uniqueness of the delivered 
project (Gembalska-Kwiecień, 2016). Therefore, 
using solutions developed from this paper it should 
be taken into account that it is intended to only assist 
the decision making process of project manager. It 
means that in terms of risk management the project 
manager should in the first place follow the logic, 
experience gained in the industry and his own 
assessment of the situation. 
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Abstract: This paper presents a study with the preliminary results of an exploratory research to study the possibility of 
adapting the Perceived Satisfaction model proposed by Oliver (1997) into a model involving the Student 
Perceived Satisfaction in the Computer Architecture course, where practical classes were conducted using the 
Marie CPU simulator as a mechanism of active learning practice. This model seeks to represent the student 
satisfaction in relation to three latent variables: Equity, Performance and Expectations, where the data 
processing is performed by applying the correlations technique with the Spearman coefficient. The main goal 
was to find the correlations regarding the student satisfaction with respect to the use of Marie CPU Simulator 
as an active learning practice in the Computer Architecture course. The components of these variables, in 
principle, precede the student satisfaction and allow for the identification of those that are the most relevant 
to determine this response. 

1 INTRODUCTION 

This study is divided into the following pillars: 1) The 
first pillar consists of the satisfaction or 
disconfirmation model of (Oliver, 1997), widely 
known in the Marketing and Consumer Satisfaction 
area. This model is used in this study as a basis to 
propose another model to be used to assess university 
students’ satisfaction in the Computer Architecture 
course; 2) The second pillar is the Marie CPU 
simulator as an active learning practice in the 
practical classes of the course; 3) The third pillar was 
the use of Exploratory Factor Analysis as a tool for 
extracting research data. 

The study has as motivation the following points: to 
understand how the use of active practices relates to 
the construct satisfaction of the university student and 
to verify the possibility of (Oliver, 1997) being 
adapted to the study. 

The study and the research are justified by the 
following reasons: the importance of Oliver’s model, 
for being the most famous and used in relation to 
consumer satisfaction, the pedagogical importance of 
understanding the so-called student satisfaction in 

relation to technical subjects, the ability to evaluate 
the use of Active Learning Practices (Marie CPU 
Simulator) in the composition of this satisfaction, the 
most appropriate use of computing resources in the 
classroom and the importance of the student 
satisfaction, the improvement in the perception of 
which hidden variables, are precursors of this 
satisfaction. 

2 CONSUMER SATISFACTION 

In the 60s, the first studies on the subject started to 
emerge, pioneered by (Cardozo, 1965), showing the 
relationship between satisfaction and loyalty (repeat 
purchases). In the 80s, (Czepiel, Rosemberg and 
Supranat, 1980) introduce one of the first research 
methodologies on the subject. It is also worth noting 
the studies conducted by (Kano, 1984) in the same 
area, a model that correlates customer satisfaction 
with the customer requirements. 

Then, in the 90s, there is a large increase in the 
number of this type of studies, with several authors 
addressing the subject of consumer satisfaction, 
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starting by (Yi, 1991), followed by (Oliver, 1997), in 
addition to (Fournier and Mick, 1999). The studies 
conducted by (Fornell, 1992 and 1994) and (Oliver, 
1997) stand out because they propose the use of 
Structural Equation in the mathematical formulation, 
the same technique used in this study. 
On the other hand, (Oliver, 1997) explains Consumer 
Satisfaction in his model by using the following latent 
variables: Equity, Performance, Expectations and 
Emotions, as shown in Figure 1 below: 

 
Figure 1: Oliver’s Model (Source: Adapted from (Oliver, 
1997)). 

2.1 Customer Satisfaction Theories 

After the pioneering studies conducted by (Cardozo, 
1965), others emerged, mainly in the 80s and 90s, 
when a large number of articles and theories emerged, 
and among these studies and according to the 
chronology of these publications, we point out the 
following highlights in Table 1 follow: 

Table 1: Chronology of the main theories on Consumer 
Satisfaction (Source: Authors).  

Author Characteristics of the 
study 

(Cardozo, 1965) Repeat Model 
(Oliver, 1980) Disconfirmation Model 
(Parasuraman et al., 1985) Perceived Quality 

Model. 
(Oliver and DeSarbo, 
1988) 

Performance Model. 

(Oliver, 1989) Stepped Emotions Model 
(Westbrook and Oliver, 
1991). 

Primary  Emotions 
Model 

(Yi, 1991) Options Model 
(Fornell, 1994) Post-purchase usefulness 

model. 
(Fournier and Mick, 1999) Cognitive and emotional 

influences Model 

Measuring Consumer Satisfaction 

There are basically three main aspects for measuring 
customer satisfaction: 1) Measurement of 

nonconformity; 2) Measurement by indicators; 3) 
Measurement by structural equations. Table 2 shows 
the alternatives, models and authors, which represents 
a brief literature review and highlights the importance 
of Oliver, once again justifying the choice of this 
customer satisfaction model as the basis of the study. 

Table 2: (Source: Authors). 

Aspect Models Some authors 
 
 
 
 
 
 
Nonconformity 

Expectations 
vs. 
Performance 

(Weaver and 
Brickman, 
1974); 
(Westbrook, 
1980); (Oliver, 
1980, 1981); 
(Swan and 
Trawick, 1981); 
(Oliver, 1988); 
(Parasuraman, 
Zeithaml and 
Berry, 1988); 
(Haistead, 1989) 

Perceived 
performance 

(Oliver, 1980, 
1981); (Churchill 
and 
Suprenant,1982); 
(Cronin and 
Taylor, 1992, 
1994) 

Perceived 
performance 
weighted by 
importance 

(Cronin and 
Taylor, 1992, 
1994); (Teas, 
1993) 

Minimum 
acceptable 
level vs. 
desired level 
and 
performance 

(Parasuraman, 
Zeithaml and 
Berry, 1994);  

 
 

Indicators 

Multiple 
indicators of 
satisfaction 

(Folkes, 1984); 
(Westbrook,  
1980, 1987); 
(Oliver and 
DeSarbo, 1988); 
(Tse and Wilton, 
1988); (Oliver 
and Swan, 1989); 
(Mano and 
Oliver, 1993); 
(Oliver, 1989, 
1993); (Richins, 
1997) 

 
Structural 
equations 

Structural 
equations 

(Churchill and 
Suprenant, 
1982); (Fornell, 
1992); Fornell et 
al. (1994). 
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3 ACTIVE LEARNING 
PRACTICES AND COMPUTER 
SIMULATION 

Abstract concepts are essential to the understanding 
of Computer Architecture and Organization. They are 
also a source of difficulties for many students, many 
of whom struggle even with the basic concepts. An 
interesting approach to help students understand 
abstract concepts is the use of computational 
resources. These resources help students and teachers 
in computer representation, via simulation, to study 
abstract concepts.  

Simulations can be performed in different ways and 
the success of these simulations is determined by the 
participant’s involvement. The goal is to acquire 
knowledge and understanding. 
Among some of the main advantages of simulation 
are: 
 Pleasant and motivating activity 
 It enhances the understanding of more subtle 

aspects of a concept / principle 
 It promotes critical thinking 

The purpose of using computers in education is to 
integrate them in the learning process of the curricular 
concepts in all modalities and levels of education, 
being able to act as facilitator between students and 
the construction of their knowledge, (Valente, 1999).  

3.1 Simulations 

Simulation environments have the potential to engage 
students in a deep learning that enables 
understanding, as opposed to surface learning, which 
only requires memorization, ensuring that by actively 
participating and engaging in conversations, student-
student or teacher-student are required to perform a 
simulation. 

Simulation is a form of experiential learning. 
Simulations consist of teaching scenarios, where the 
student is placed in a world defined by the teacher. It 
represents a reality within which students interact. 
The teacher controls the parameters of this world and 
uses it to achieve the desired teaching results. 
Simulations serve as laboratory experiments where 
the students themselves are the test subjects. 
Simulations can be performed in different ways. The 
main element is the content of its context. Students 
must make decisions within their context. Success is 
often determined by the engagement of the 

participant. The goal is to acquire knowledge and 
understanding, developing critical thinking. 

3.2 Purposes of CPU Simulation 

The study of the main functions of the Central 
Processing Unit (CPU) in the disciplines of Computer 
Architecture and Organization, always poses a 
challenge to the understanding of students to the 
extent that it gathers new knowledge combined with 
a data processing dynamics in the machine level. 

3.3 Basic Operations and Operation of 
the Processor 

The study of Processors is essential in the disciplines 
of Computer Architecture and Organization, allowing 
the understanding of the interrelationship between 
hardware and software. 

One possible strategy for presenting the initial 
concepts of operation of processors and their 
programming in machine language is the presentation 
of a simplified processor as a hypothetical machine 
(Stallings, 2013) where it is possible to introduce, 
with reduced complexity, the concepts regarding the 
use of basic registers such as: accumulator, program 
counter, instruction register, in addition to addressing 
memory access, the use of buses and input and output 
devices. Therefore, by using this idea of simple 
processor the Computer Architecture and 
Organization books intend to introduce concepts that 
are basic to the understanding of any processor, such 
as CPU (Central Processing Unit), ALU (Arithmetic 
Logic Unit) and registers. 

The strategy applied in the computer courses where 
the simulator was used consisted of an analytical 
presentation of a hypothetical machine with 16-bit 
instructions, divided into 4-bit operation code and 12-
bit address to which each instruction refers. This 
machine was then studied analytically and the CPU 
simulator was introduced afterwards to strengthen 
and deepen the students’ knowledge. 

3.4 Marie CPU Simulator 

The simulator MARIE (Machine Architecture that is 
Really Intuitive and Easy) (Null, Lobur, 2010) is a 
graphical learning environment that didactically 
presents the operation of the architecture of a 
hypothetical machine. In this environment the 
students are able to: create and edit programs in 
Assembly language; assemble source code in 
machine code; run the machine-code programs 
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developed; and observe and debug their programs 
using various tools provided within the simulator.  

The simulator also offers the option of using the path 
simulator environment that data roam when the 
instructions are run by the processor of the 
hypothetical machine under study, in this case, 
MARIEDataPath. Figure 2 shows this environment. 

 
Figure 2: Source: (Null, L.; Lobur, J., 2010). 

4 METHODS AND PROCESSES 

The research applied to the population, serves to 
evaluate in a predominantly qualitative way, the 
student's perception only, as well as the perception of 
satisfaction of this in the use of the MARIE simulator, 
not being comparative neither before (without the use 
of the simulator) nor later. The researched population 
(140 students) attends an exploratory study for 
accessibility of this nature (Hair, 205). 

The research evaluate the perceived satisfaction at the 
time of the use of the MARIE simulator during the 
practical class of Computer Architecture. 

A questionnaire was used as the data collection 
instrument, consisting of three sections, in the first 
section (variables V1 to V4) the student profile; in the 
second section, the learning profile (variables V5 to 
V9); and the third section is divided into three 
subgroups: equity or opinion on the simulator 
(variables V10 to V14); performance of the simulator 
in the learning process (variables V15 to V19); 
expectations of the simulator in relation to learning 
(variables V20 to V25). These variables were 
developed according to the model of Oliver (1997), 

see Figure 2. The variables included in the 
questionnaire were distributed as follows: 

Table 3: Groups and purpose of the variables included in 
the questionnaire. 

Dimension Variable Content in the 
questionnaire 

Student 
profile 

V1 to V4 Gender, Age, 
Income, Stage of the 
course in progress 
(respectively) 

Learning 
profile 

V5 I have difficulty 
with the subject. 

V6 I have failed the 
same subject. 

V7 I find difficulty in 
other related 
subjects 

V8 It is easy to 
understand the 
content of the 
subject. 

V9 I have no difficulty 
with mathematical 
logic. 

Equity or 
opinion on the 

CPU 
simulator with 

respect to 
satisfaction 

V10 The use of MARIE® 
simulator is easy. 

V11 Establishing the 
relationship with the 
theory has become 
easier with the use of 
MARIE® simulator. 

V12 With MARIE® 
simulator I can 
understand what 
happens internally 
to the device 

V13 I prefer to study 
without the use of 
MARIE simulator 

V14 The use of MARIE® 
simulator facilitated 
the understanding of 
how the registers 
work 

Performance 
of the CPU  
simulator with 
respect to 
satisfaction 

V15 The use of MARIE® 
simulator increased 
my interest in the 
subject. 

V16 The use of MARIE® 
simulator increased 
my interest in others 
correlated subjects 

V17 With the simulator I 
can study other 
subjects without 
teacher assistance. 
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Table 3: Groups and purpose of the variables included in 
the questionnaire (Cont.). 

Dimension Variable Content in the 
questionnaire 

Performance 
of the CPU  
simulator with 
respect to 
satisfaction 

V18 The MARIE® CPU 
simulator was of 
great help in the 
learning process. 

V19 The MARIE® CPU 
simulator helped 
better understand 
the theory with 
practice. 

Expectations 
regarding the 
CPU 
simulator in 
relation to 
satisfaction 

V20 I expected to 
understand how 
registers (REGs) 
work 

V21 I expected to 
understand how the 
main memory works 

V22 I expected to 
understand how the 
Arithmetic Logic 
Unit (ULA) works 

V23 I expected to 
understand how the 
main memory and 
REGs interact 

V24 I expected to 
understand how the 
ALU and REGs 
interact 

V25 I expected to 
understand how the 
ALU and the main 
memory interact 

As methodological procedures, this study also 
comprised the following items: 

a) Explanatory classes in the development of the 
Computer Architecture discipline. 

b) Practical classes, approaching the same 
content, using the Marie® CPU simulator. 

c) Data processed with the use of SPSS version 
25 (Field, 2009), to establish a correlation 
between the variables, both qualitative and 
quantitative. For the correlation, the 
Spearman’s coefficients were used (Cohen, 
L., Manion, L. and Morrison, K., 2011). 

d) To find evidence of validity relating to the 
scale, we conducted the EFA of the items. Its 
internal consistency was assessed using the 
calculation of Cronbach’s alpha. 

e) The variables from V5 to V25 are qualitative 
and ordinal, measured using the 5-point 
Likert scale, as follows: (1) I totally disagree 
with the statement; (2) I disagree with the 

statement; (3) I do not agree nor disagree 
with the statement; (4) I agree with the 
statement; (5) I completely agree with the 
statement; 

f) For the calculations, we considered the 
average figures in each dimension and in the 
total of the Scale, obtained from the scores 
assigned to each item in relation to the 
number of component items, generating a 
response that could range from 1 to 5 points. 

g) This study consisted of an exploratory 
research by accessibility, which led to a 
population of 120 students, suitable for this 
preliminary phase of the study. 

h) We opted for modeling with the use of 
exploratory factor analysis (EFA). 
According to (Pedhazur and Schmelkin, 
1991), the exploratory factor analysis (EFA) 
is a model that seeks to measure the 
relationship between the indicators 
(observed variables) and the constructs 
(factors, latent variables). 

i) To measure the reliability, we used the 
Cronbach’s alpha which, according to 
(Hair et. Al, 2005), considers values higher 
than 0.7. 

j) The factor loadings were determined by the 
relationships between the observed variables 
and the construct, generating information on 
the extent to which a variable is capable of 
measuring a construct (Schumacker and 
Lomax, 1996).  

5 RESULTS 

In order to find evidence of validity related to the 
internal structure of the scale, we conducted the 
Exploratory Factor Analysis of the items. Its internal 
consistency was assessed using the calculation of 
Cronbach’s alpha. 
For the calculations, we considered the average 
numbers in each answer of the variables, generating 
an answer that could range from 1 to 5 points, with 
the lowest value being associated with the greatest 
disagreement with the statement referred to in the 
variable and the highest value related to the greatest 
agreement with the statement referred to in the 
variable. 
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Table 4a: Matrix of the averages of correlations. 

 V10 V11 V12 V13 V14 V15 V16 V17 

V10 1        

V11 0.87 1       

V12 0.71 0.67 1      

V13 0.88 0.61 0.77 1     

V14 0.76 0.75 0.83 0.81 1    

V15 0.67 0.65 0.69 0.71 0.72 1   

V16 0.61 0.61 0.68 0.69 0.70 0.69 1  

V17 0.66 0.64 0.61 0.71 0.71 0.69 0.62 1 

V18 0.79 0.81 0.82 0.81 0.81 0.79 0.85 0.81 

V19 0.89 0.81 0.89 0.86 0.84 0.81 0.87 0.81 

V20 0.71 0.86 0.86 0.81 0.83 0.79 0.85 0.89 

V21 0.81 0.73 0.79 0.71 0.81 0.70 0.68 0.71 

V22 0.87 0.79 0.78 0.76 0.83 0.70 0.64 0.69 

V23 0.87 0.79 0.89 0.69 0.86 0.71 0.71 0.65 

V24 0.88 0.79 0.87 0.70 0.85 0.71 0.68 0.68 

V25 0.81 0.82 0.82 0.68 0.85 0.73 0.69 0.71 

Table 4b: Matrix of the averages of correlations. 

 V18 V19 V20 V21 V22 V23 V24 V25 
V10 0.79 0.89 0.71 0.81 0.87 0.87 0.88 0.81
V11 0.81 0.81 0.86 0.73 0.79 0.79 0.79 0.82
V12 0.82 0.89 0.86 0.79 0.78 0.89 0.87 0.82
V13 0.81 0.86 0.81 0.71 0.76 0.69 0.70 0.68
V14 0.81 0.84 0.83 0.81 0.83 0.86 0.85 0.85
V15 0.79 0,81 0.79 0.70 0.70 0.71 0.71 0.73
V16 0.85 0.87 0.85 0.68 0.64 0.71 0.68 0.69
V17 0.81 0.81 0.89 0.71 0.69 0.65 0.68 0.71
V18 1 0.81 0.79 0.81 0.81 0.81 0.79 0.82
V19  1 0.87 0.82 0.81 0.84 0.85 0.79
V20   1 0.88 0.84 0.81 0.83 0.85
V21    1 0.88 0.86 0.85 0.86
V22     1 0.79 0.76 0.74
V23      1 0.88 0.84
V24       1 0.71
V25        1 

 

Table 5: Highest and lowest correlations between the 
variables 

Var. Highest correlation Lowest correlation 

V10 0.89 (V19) 0.61 (V16) 

V11 0.87 (V10) 0.61 (V13, V16) 

V12 0.89 (V19) 0.61 (V17) 

V13 0.88 (V10) 0.61 (V14) 

V14 0.86 (V23) 0.75 (V11) 

V15 0.81 (V19) 0.67 (V10) 

V16 0.87 (V19) 0.61 (V11) 

V17 0.89 (V20) 0.61 (V12) 

V18 0.85 (V16) 0.79 (V10, V 15, 
V24) 

V19 0.87 (V16) 0.79 (V25) 

V20 0.89 (V17) 0.71 (V10) 

V21 0.88 (V20) 0.68 (V16) 

V22 0,88 (V21) 0,64 (V16) 

V23 0,89 (V12) 0.65 (V17) 

V24 0,88 (V10, V23) 0,68 (V16, V17) 

V25 0,86 (V21) 0,68 (V13) 

The factor analysis by extracting the key factors with 
varimax rotation verified the existence of factors with 
eigenvalues greater than 0.30, the variables with 
factor loadings below this value were excluded, such 
as V1, V2 and V3, all related to the student profile 
and shown in Table 6. 

In each of the three dimensions of the model. 

Table 6: Factor loading of latent variables. 

V1 0.21 V6 0.73 V11 0.78 V16 0.55 V21 0.74 

V2 0.22 V7 0.61 V12 0.61 V17 0.68 V22 0.72 

V3 0.21 V8 0.41 V13 0.72 V18 0.72 V23 0.83 

V4 0.31 V9 0.71 V14 0.69 V19 0.72 V24 0.84 

V5 0.62 V10 0.81 V15 0.79 V20 0.87 V25 0.79 
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Table 7: Matrix of factor loading of each dimension of the 
model. 

Dimension Factor loading 
Equity (V10 to V14) 0.72 

Performance (V15 to V19) 0.69 
Expectation (V20 to V25) 0.79 

Due to the results shown in Table 7, the following 
aspects may be highlighted: 

1) The lowest factor loading is associated with 
the dimension performance of the student’s 
perceived satisfaction in relation to the 
Marie CPU simulator, it means that the 
performance of the simulator, as an active 
learning practice, contributes more 
significantly to reduce the student 
satisfaction. 

2) On the other hand, the highest factor loading 
is associated with the dimension expectation 
of the student’s perceived satisfaction, it 
means that this is the dimension that most 
contributed to the increase of the student 
satisfaction. 

As a result of the latent variables that make up the 
three dimensions of the student satisfaction construct, 
that is, V10 to V25, whose factor loadings are 
indicated in Table 6, the following aspects can be 
highlighted: 

1) V20 has the highest factor loading, which 
means that the understanding regarding the 
operation of registers with the Marie CPU 
simulator is what most contributes to the 
student satisfaction. 
 

2) V12 has the lowest factor loading, which 
means that the understanding of the internal 
operation of the processor, using the Marie 
CPU simulator, is what least contributes to 
the student satisfaction. 

6 CONCLUSIONS 

The student's satisfaction with the use of the simulator 
as an active practice can be modeled using three 
dimensions: Expectation with load factor of 0.79, 
Equity with load factor 0.72 and Performance with 
load factor of 0.69. The dimension that contributes 
most to this satisfaction is the expectation, which 
means that for this population studied, expectations 
were mostly met, having a greater impact on the 
perceived satisfaction of the student. 

In relation to the expectation dimension variable V20 
(expectation of understanding the registers) was the 
one with a higher load factor (0.87), apparently 
indicating that understanding the registers is fully met 
by the MARIE simulator, used as an active practice.  

In second place variable V24 (to understand the 
relation of function between ULA and registers) 
corresponds to the attendance of greater degree in the 
student's expectation in its satisfaction, as to the use 
of the MARIE simulator. 

In relation to the equity dimension, the variable V10 
(ease of use of the MARIE simulator) is the one that 
contributed the most to the load factor of this 
dimension, indicating that the ease of use is perceived 
by the student as a great contribution to his 
satisfaction. Second, even in the equity dimension, 
variable V11 (understanding the theory more easily) 
is the one that most influences the load factor of this 
dimension. 

In the performance dimension is the variable V15 
(interest in the subject) that contributes most to 
student satisfaction, showing that subjective and 
qualitative aspects, such as interest, can also be 
measured. 

Secondly, there are the V18 (learning process) and 
V19 (interrelationship between theory and practice), 
with a higher load factor in the formation of student 
satisfaction. These two variables show that less 
tangible dimensions of learning can be measured and, 
moreover, have a great impact on student satisfaction. 

The use of the satisfaction model (Oliver, 1997), 
widely used in the Marketing area, is adequate for the 
modeling of student satisfaction. 

Thus, the adaptation of part of the model (Oliver, 
1997) has shown to be consistent in evaluating and 
measuring abstract dimensions of learning and how 
the use of active practices can contribute to the 
evaluation of student satisfaction and measurements. 
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Abstract: The traveling salesman problem (TSP) is one of the most challenging NP-hard problems. It has widely appli-
cations in various disciplines such as physics, biology, computer science and so forth. The best known absolute
(not asymptotic) approximation algorithm for Symmetric TSP (STSP) whose cost matrix satisfies the triangle
inequality (called 4STSP) is Christofides algorithm which was proposed in 1976 and is a 3

2 -approximation.
Since then no proved improvement is made and improving upon this bound is a fundamental open question in
combinatorial optimization. In this paper, for the first time, we propose Truncated Generalized Beta distribu-
tion (TGB) for the probability distribution of optimal tour lengths in a TSP. We then introduce an iterative TGB
approach to obtain quality-proved near optimal approximation, i.e., (1+ 1

2 (
α+1
α+2 )

K−1)-approximation where K
is the number of iterations in TGB and α(>> 1) is the shape parameters of TGB. The result can approach the
true optimum as K increases.

1 INTRODUCTION

The TSP is one of most researched problems in com-
bination optimization because of its importance in
both academic need and real world applications. For
surveys of the TSP and its applications, the reader
is referred to (Cook,2012)(An et al., 2012)(Vygen,
2012) and references therein.

After 39 years, Christofides’ 3
2 -approximation al-

gorithm (Christofide, 1976) still keeps the best per-
formance guarantee known for the symmetric trav-
eling salesman problem satisfying triangle inequality
(4STSP), and improving upon this bound is a funda-
mental open question in combinatorial optimization,
see (Cook, 2012)(Gutin and Punnen, 2002) and refer-
ences therein. (Vygen, 2012) also provides a detailed
survey on new approximation algorithms for the TSP.
(Johnson et al., 1998) provide a complete compara-
tive study on the local optimization methods for TSP.
(Cook, 2012) introduces the TSP from history to the
state-of-the art. David (Johnson, 2014) discusses the
importance and applications of random TSP.

(Klarreich, 2013) reports that a new progress is a
49.99...96% (totally 46 nines replaced by “...” ) over
the optimum, a tiny margin for “graphical” traveling

salesman problems. Notice that a very small percent-
age improvement may also be of great impact to the
total length of large TSP instances.

(Reiter and Rice, 1966) study the cost distribution
of local optima under a gradient maximizing search
in 39 integer programming problems. Their results
suggest that the local optima follow a Beta distribu-
tion. (Golden, 1978) examines six problems from the
TSPLIB archive (Reinelt,1991). The resulting esti-
mates of optimal solutions are compared to the best
solution found by the Lin-Kernighan algorithm (Lin
and Kernighan,1973. The authors found that the Beta
distribution is “a more appropriate distribution” than
the Weibull distribution.

Recently, (Vig and Palekar, 2008), apply sam-
pling techniques similar to Golden, and use the Lin-
Kernighan algorithm to find optimal tour costs. The
authors estimate raw moments from the one to four
of the probability distribution of optimal tour lengths.
They use these estimates to fit various candidate dis-
tributions including the Beta, Weibull and Normal
cases. Vig and Palekar conclude that the Beta dis-
tribution yields the best fit.

More recently, (Stuffle, 2009) provide exact so-
lutions to compute the mean, variance, the third
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and fourth central moment of all tour lengths. The
computational complexity of computing variance,
the third and fourth central moment is respectively
O(n2),O(n4) and (n6) where n is the number of nodes
in a TSP.

A typical probability distribution of all tour
lengths for a random TSP in a square unit is shown
in Fig. 1 where the total node number is 12. An ex-
ample of TSPLIB Burma14 is shown in Fig.2. Similar
results are observed for different total number of cities
for which all tour lengths can be obtained.

The organization of remaining parts of this paper
is: our major contributions are summarized in Sec-
tion 2, our methods are introduced in Section 3, and
Conclusions and future work are discussed in Section
4.
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Figure 1: The probability density of random 12-node TSP
in a squre unit.

Figure 2: The probability density of all tour lengths in
Burma14.tsp with 14 nodes.

2 RESULTS

The main contributions of this work can be summa-
rized as follows:
• We propose Generalized Beta (GB) distribution

as the probability density function of all tour
lengths distribution in a symmetric TSP in Eu-
clidean space (ESTSP), the four parameters of the
GB can be computed from given ESTSP data di-
rectly.

• For the first time, we introduce an iterative Trun-
cated GB (TGB) closed-form solution to obtain
(1+ 1

2 (
α+1
α+2 )

K−1)-approximation for a STSP where
K is the number of total iterations in TGB, and
α(>> 1) is the shape parameter of TGB and can
be determined once the TSP instance is given. The
result can approach the true optimum as K in-
creases.

3 METHODS

Firstly, a problem formulation and some preliminaries
are provided in this section.

3.1 Problem Formulation

Consider the n-node TSP defined in Euclidean space.
This can be represented on a complete graph G=
(V,E) where V is the set of vertices and E is the set of
edges. The cost of an edge (u, v) is the Euclidean dis-
tance (cuv) between u and v. Let the edge cost matrix
be C[ci j] which satisfies the triangle inequality.
Definition 1. Symmetric TSP (STSP) is TSP in Eu-
clidean distance (called ESTSP) and the edge cost
matrix C is symmetric.
Definition 2. 4STSP is a STSP whose edge costs are
non-negative and satisfies the triangle inequality, i.e.,
for any three distinct nodes (not necessary neighbor-
ing) (i, j,k), (ci j+c jk)≥ cik.
Definition 3. TSP tour. Given a symmetric graph G
in 2-dimensional Euclidean distance and its distance
matrix C where ci j denote the distance between node
i and j (symmetrically). A tour T has length

L =
N−1

∑
k=0

cT (k),T (k+1) (1)

where N is the total number of nodes in G and
T (N)=T (0) so that a feasible tour is formed.
Definition 4. The approximation ratio of an algo-
rithm. The ratio is the result obtained by the algorithm
over the optimum (abbreviated as OPT in this paper).
Observation 1. The probability density function of
all tour lengths in an ESTSP can be modelled by a
Generalized Beta (GB) distribution.

This is observed in Fig. 1 and other ESTSPs for
which we can obtain all tour lengths. More results are
provided in next section. This is also validated and
shown in (Vig and Palekar, 2008), where a scaled Beta
distribution is applied with scaled mean and scaled
variance. The author validated estimated results
by Anderson-Darling (A-D) test and Kolmogorov-
Smirnov (K-S) test for random TSP. They use these
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estimates to fit various candidate distributions includ-
ing the Beta, Weibull and Normal cases, and conclude
that the (scaled) Beta distribution yields the best fit.

We further propose a Generalized Beta (GB) dis-
tribution. The probability density function (pdf) of
GB is defined as

f (x,α,β,A,B) =
(x−A)α−1(B− x)β−1

Beta(α,β)
(2)

where Beta(α,β) is the beta function

Beta(α,β) =
∫ 1

0
tα−1(1− t)β−1dt, (3)

A and B is the lower bound and upper bound respec-
tively, α > 0, β > 0, see (Hahn and Shpiro, page 91-
98,126-128,1967). For TSP, A and B represents the
minimum and maximum tour length respectively.

The four central moments, mean (µ), variance,
skewness and kurtosis of the Generalized Beta distri-
bution with parameters (α, β, A, B) are given by:

µ = A+(B−A)
α

α+β
(4)

Var = (B−A)2 αβ
(α+β)2(α+β+1)

(5)

Skewness =
2(β−α)

√
1+α+β√

α+β(2+α+β)
(6)

and Kurtosis

6[α3 +α2(1−2β)+β2(1+β)−2αβ(2+β)]
αβ(α+β+2)(α+β+3)

(7)

The standard deviation is then given by

σ =
√

Var (8)

Once four central moments are known, or any four
parameters of (A, B, µ, Var, skewness, kurtosis) are
given, then four parameters of GB, i.e., (α, β, A, B)
can be determined easily from the four moments
match using Eqns.(4)-(7). When the problem size is
not large, the four central moments can be computed
exactly using methods proposed in (Stuffle 2009). As
the problem size increases, we can find any four pa-
rameters of (A, B, µ, Var, skewness) firstly, then find
four parameters of GB, i.e., (α, β, A, B).

For medium or large size problem, currently it is
not easy to find the fourth central moment. However,
the lower bound (A) can be easily computed by LKH
code (Helsgaun, 2009). So in the following sections,
we find four values (A, mean (µ), variance, skewness)
firstly, and then compute other parameters (B, α, β).
Firstly we introduce a method to compute maxTSP
(B) (Gutin and Punnen, 2002).

Definition 5. maxTSP. The maximum tour length (B)
is obtained using LKH where each edge cost (ci j) is
replaced by a very large value (M) minus the original
edge cost, i.e., (M-ci j). M can be set as the maximum
edge cost plus 1.
Since the characteristics of random TSP and TSPLIB
instances are different in Euclidean space, we intro-
duce the GB as the probability density function for
them separately.

3.2 GB as the Probability Density
Function for Random TSP

For medium size random TSP problems with n vary-
ing from 20 to 100, we can obtain four central mo-
ments easily (Suffle, 2009) and apply four moments
match to find four parameters for GB. After obtaining
four parameters, we then use linear regression to find
closed-form solution to (α, β) of GB for random TSP.
For n=20 to n=100, and we find that

α(n) = 1.9197n−32.166,R2 = 0.9994 (9)

β(n) = 1.1168n−15.854,R2 = 0.9982 (10)

A(n) = 0.6932
√

n+0.8029,R2 = 0.9956 (11)

B(n) = 0.7649n−0.6393,R2 = 0.998 (12)

where R2 is a measure of goodness-of-fit with value
between 0 and 1, the larger the better. We observe that
Eqns.(9)-(12) are highly accurate by extensive com-
putation results.
Observation 2. The relative errors between estimated
results (maxTSPs) by GB and LKH results are within
6.5% for random TSP.

The relative error is defines as (EstimatedValue-
OPT)/OPT×100%. We conduct tests for n=100 to
n=500. The results are shown in Fig.3 where LKH
is used to obtain maxTSP (B) results. We can observe
that the relative error between our results and LKH
are within 6.5% off the true optimums, with an aver-
age below 5%. Table 1 shows four parameters of GB
for random TSPs with n varying from 90 to 99.

3.3 GB as the Probability Density
Function for TSPLIB Instances in
Euclidean Distance

Firstly, we show an example of Burma14.tsp, which
we can permute its all tours and find that minimum
tour length (A) is 3233 and maximum tour length
(B) is 9139, Mean (µ)=6679, Variance=503064,
Skewness=-0.0632, Kurtosis=2.7972. Fig. 4 shows
exact result (in black color) by permuting all tour
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Figure 3: The relative error between estimated results by
GB and OPT by LKH for Random TSP n=200 to 500.
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Figure 4: The exact (Permute All Tours) and esti-
mated (Four Moments Match) probability distribution of
Burma14.tsp.

lengths and estimated probability density function
(in green color) by four central moment match with
(A=3233, B=9579, α=13.96,β=11.79). It can be ob-
served that two results match very well.
Observation 3. The relative error between the esti-
mated maximum tour lengths by GB and LKH results
is below 7% for medium size TSPLIB instances, with
an average below 5%.

We conduct tests by set n=14 to n=52 for which
the four central moments can be easily computed and
are given in (Stuffle 2009). Fig. 5 shows the relative
error between estimated results by GB and OPT by
LKH.

In Table 2 we show four parameters of GB for
TSPLIB with n varying from 14 to 52.

3.4 Truncated Generalized Beta
Distribution based on Christofides
Algorithm

Next, we introduce our algorithm, Truncated Gener-
alized Beta distribution Based on Christofides Al-
gorithm (TGB). TGB algorithm performs in seven
steps:

• (1). Finding the minimum spanning tree MST of
the input graph G representation of metric TSP;
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Figure 5: The relative error between estimated results by
GB and OPT by LKH for TSPLIB instances for n from 14
to 52.

Table 1: Four parameters of GB for some random TSP in-
stances.

n A(OPT) B α β
90 7.18 65.75 179.68 96.49
91 7.15 69.49 180.38 96.30
92 7.01 69.18 185.51 108.55
93 8.00 71.24 182.22 100.63
94 7.73 68.58 175.38 94.00
95 7.77 69.53 181.09 105.93
96 7.40 73.10 204.60 115.61
97 8.00 74.01 186.85 107.33
98 7.73 76.44 208.67 123.96
99 7.54 74.95 203.46 109.03

• (2). Taking G restricted to vertices of odd degrees
in MST as the subgraph G∗; This graph has an
even number of nodes and is complete;

• (3). Finding a minimum weight matching M∗ on
G∗;

• (4). Uniting the edges of M∗ with those of the
MST to create a graph H with all vertices having
even degrees;

• (5). Creating a Eulerian tour on H and reduce it
to a feasible solution using the triangle inequality,
a short cut is a contraction of two edges (i, j) and
( j,k) to a single edge (i,k);

• (6). Applying Christofides algorithm to a ESTSP
forms a truncated GB (TGB) for the probabil-
ity density function of optimal tour lengths, with
expectation (average) value at most 1.5OPT-ε,
where ε is a very small value; Applying k-opt to
the result of Christofides algorithm forms another
TGB for probability density function of optimal
tour lengths;

• (7). Iteratively apply this approach, taking the ex-
pectation value of (K−1)-th iteration as the upper
bound of the K-th iteration, we have the expecta-
tion value after K iterations (K ≥ 2).
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Table 2: Four parameters of GB for some TSPLIB in-
stances.

TSPLIB A(OPT) B α β
burma14 3323 9139 13.97 11.79
ulysses16 73.98 180.52 10.24 6.52

gr17 2085 6160 19.22 10.60
gr21 2707 10680 32.95 19.80

ulysses22 75.3 241.50 17.52 12.79
gr24 1272 4929 51.55 27.21
fri26 937 3681 28.87 16.91

bayg29 1610 6654 42.17 26.42
bays29 2020 8442 45.14 27.52

Lemma 1. Applying Christofides algorithm to a
ESTSP forms a truncated GB (TGB) for the proba-
bility density function of optimal tour lengths, with
expectation (average) value at most 1.5OPT-ε, where
ε is a very small value.

Proof. This is because that Christofides algorithm as-
sures that its result is at most 1.5OPT so that those
tours with lengths more than 1.5OPT are excluded
(truncated), as shown in Fig. 6 where tour lengths
larger than 1.5OPT (1.5A) are truncated in black
color.

BA 1.5A1.5A-ε

Truncated 

from above

The expectation  

of TGB after 

Christofides’ Alg

Figure 6: The Truncated GB by applying Christofides algo-
rithm.

The TGB in this case is truncated from above. Set
X as the variate of the GB, the probability density
function (pdf) of TGB is given by

f 1
t (x,α,β,A,B,a,b) =

f (x,α,β,A,B)
Pr[a≤ X ≤ b]

=
(x−A)α−1(B− x)β−1

∫ b
a (x−A)α−1(B− x)β−1

(13)

where a=A and b=1.5A. Therefore 1.5A is the upper
bound. We know that the average of Christofides al-
gorithm is at most 1.5OPT-ε (set as µ1

t ) where ε is a
very small value, this is also validated in (Blaser et
al., 2012).

The four parameters of GB for some random TSP
and TSPLIB instances are provided in Table 1 and 2
respectively.
Definition 6. k-opt method. Local search with k-
exchange neighborhoods, also called k-opt, is the
most widely used heuristic method for the TSP. k-opt
is a tour improvement algorithm, where in each step k
links of the current tour are replaced by k links in such
a way that a shorter tour is achieved (see (Helsgaun,
2009) for detailed introduction).
In (Helsgaun, 2009), a method with computational
complexity of O(k3 + k

√
n) is introduced for k-opt.

BA 1.5A

2

3

K

1.5A-ε

1

Figure 7: The Iteratively Truncated GB.

Lemma 2. Applying k-opt to the result of
Christofides algorithm forms another TGB for prob-
ability density function of optimal tour lengths.

Proof. Applying k-opt to the result obtained by
Christofide algorithm as shown in Fig.7. The TGB
in this case is truncated from above. Denote the first
truncation by Christofides’ algorithm as the first trun-
cation (K=1). The probability density function of the
second TGB is given by

f 2
t (x,α,β,A,B,a2,b2) =

(x−A)α−1(B− x)β−1

∫ b2
a2
(x−A)α−1(B− x)β−1

(14)
In this case, a2=A, b2=1.5A because the distribu-
tion is based on the result after applying Christofides
algorithm which assures the upper bound is at
most 1.5A, see Fig.7. Setting x̂= x−A

B−A , â2= A−A
B−A =0,

b̂2= 1.5A−A
B−A = 0.5A

B−A , we have

C0 =
∫ b2

a2

(x−A)α−1(B− x)β−1dx

=
∫ b̂2

0
((B−A)x̂)α−1((B−A)(1− x̂)β−1dx

= (B−A)α+β−1B2(0, b̂2,α,β) (15)

where

B2(0, t,α,β) =
∫ t

0
xα−1(1− x)β−1dt (16)
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By the definition of the expectation (mean) value (de-
noted as µ2

t ) for f 2
t (x,α,β,A,B,a2,b2), we have

µ2
t −A =

∫ b2

a2

(x−A) f 2
t (x,α,β,A,B,a2,b2)dx

=

∫ b2
a2
(x−A)α(B− x)β−1dx

C0

=
(B−A)α+βB2(0, b̂2,α+1,β)

C0

= (B−A)
B2(0, b̂2,α+1,β)

B2(0, b̂2,α,β)

=> µ2
t = A+(B−A)

B2(0, b̂2,α+1,β)
B2(0, b̂2,α,β)

(17)

Taking the expectation value of (K− 1)-th itera-

tion as the upper bound (b̂K =
µK−1

t −A
B−A ) of the K-th

iteration, we apply this approach Iteratively and have
the expectation value after K iterations (K ≥ 2), de-
noted as µK

t ,

µK
t = A+(B−A)

B2(0, b̂K ,α+1,β)
B2(0, b̂K ,α,β)

= A+(B−A)g(b̂K)

Next we provide the proof for our main theorem.
Theorem 1. Applying TGB iteratively, we can obtain
quality-proved approximation, i.e., (1+ 1

2 (
α+1
α+2 )

K−1)-
approximation where K is the number of iterations in
TGB, α is the shape parameter of TGB and can be
determined or estimated once TSP instance is given.

Proof. Notice that the expectation value of the (K-1)-

iteration is taken as the upper bound (b̂K =
µK−1

t −A
B−A

here A is OPT and B is the maxTSP) of the K-
iteration, as shown in Fig.7. Setting

g(b̂K) =
B2(0, b̂K ,α+1,β)

B2(0, b̂K ,α,β)
(18)

The exact expression of g(b̂K) can be stated in a hy-
pergeometric series, and

B2(0, b̂K ,α,β) =
b̂K

α

α
F(α,1−β,α+1, b̂K) (19)

and F(a,b,c,x)

= 1+
ab
c

x+
a(a+1)b(b+1)

c(c+1)2!
x2

+
a(a+1)(a+2)b(b+1)(b+2)

c(c+1)(c+2)3!
x3 + ... (20)

In all cases, we have α >1, β >1, b̂K ∈ (0,1), there-
fore F(a,b,c,x) is an monotonic decreasing function.
We have

u2
t = A+(B−A)g(b̂2)≤ A+0.5A

α+1
α+2

(21)

continue this for g(b̂3), u3
t , g(b̂4), u4

t ,..., so forth,
we have

b̂K ≤
0.5A
B−A

(
α+1
α+2

)K−1 (22)

and

g(b̂K) =
B2(0, b̂K ,α+1,β)

B2(0, b̂K ,α,β)

≤ α+1
α+2

b̂K

=
0.5A(α+1

α+2 )
K−1

B−A
, (23)

Therefore

µK
t = A+(B−A)

B2(0, b̂K ,α+1,β)
B2(0, b̂K ,α,β)

= A+(B−A)g(b̂K)

≤ (1+
1
2
(

α+1
α+2

)K−1)A, (24)

This means that, after the K-th iterative trunca-
tion, we can obtain the expectation value of (µK

t )
which is close to the optimum (OPT=A) when K in-
creases. Actually, to make the approximation less
than C0, the TGB algorithm needs K to be at least
(1+ log2(C0−1)

log(1−1/(α+1)) ).

Table 3 shows OPT, α, β, iteration numbers and
the approximation ratio (Appr) for TSPLIB instances
with n ≤ 600, where (α, β) are obtained (or esti-
mated) from (A, mean, variance, skewness) in Eqns
(4)-(7), and K is obtained in by TGB algorithm which
modifies LKH code. We observe that the TGB re-
sults are consistent with LKH OPT results in most
cases, there are only a few cases where TGB results
are few percentage difference from OPT, with 0.2%
off the true optimum on the average. For instance,
the difference is 7.8% for berlin52.tsp and 1.1% for
ulysses22.tsp. Our results are consistent with (Apple-
gate et al., 2003). These results validate Theorem 1.
Notice that LKH code performs very fast in practice
and our results are based on average performance.

4 CONCLUSIONS

In this paper, for the first time, we proposed GB and
Truncated Generalized Beta distribution (TGB) for
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Table 3: Four parameters for some TSPLIB instances (n ≤
600).

α K-1 (1+0.5( α+1
α+2 )

K−1)A Appr
ulysses22 17.5 91 82.1 1.0042
berlin52 57.4 101 9052.4 1.0900

pr76 115.5 2451 108159.4 1.0000
rat99 128.1 1821 1219.2 1.0000

kroA100 137.3 3366 21285.3 1.0000
pr299 422.2 29117 48194.8 1.0000
lin318 563.1 39112 42042.4 1.0000
rd400 735.1 34936 15275.7 1.0000
d493 695.9 129767 35018.3 1.0000

rat575 892.03 84814 6796.36 1.0000

the probability distribution of optimal tour lengths in
a symmetric TSP in Euclidean space. Notice that our
TGB results are based on expectation (average) value
of probability distribution, which may be overesti-
mated for the number of iterations. In practice, LKH
algorithm performs very fast, with estimated compu-
tational complexity of O(n2.2) [9]. A few possible
research directions include:

• Improving the computational complexity. Cur-
rently the Christofides algorithm with minimum
perfect matching has computational complexity
O(n3). For large instances, this complexity should
be reduced.

• Find more efficient ways to compute especially
the third and fourth central moments of a given
TSP instance.

• Finding more applications. With closed-form
probability density function at hand, a lot of things
can be done better. For instance, computing more
statistical metrics, analyzing the average perfor-
mance of approximation algorithms and others.
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Abstract: This paper outlines a soft systems method approach to model a national preparedness planning procedure for 
the case of an electrical power shortage. Through the model, we provide a new perspective on enhancing and 
understanding the joint decision-making environment for the actors involved in the planning procedure, as 
well as its underlying power structure. By a process of abstraction from the current implementation, a core 
root definition is presented which provides a generic systems view that can be a useful concept for the study 
of similar contexts. An action model dedicated to determining meaningful and valid activities is derived, 
providing insights for the improvement of collaborative emergency response planning in general. The paper, 
thus, aims to contribute to the communication and cooperation between actors and stakeholders in the 
development of appropriate decision processes and decision support in the context of emergency preparedness. 

1 INTRODUCTION 

The constant availability of electricity is, nowadays, 
a precondition for many parts of infrastructure. It is 
demanded in almost every part of our day-to-day lives 
and businesses. Since lacking power affects essential 
functions of a society’s common life, it constitutes a 
key sector of critical infrastructure (CI). Cascading 
consequences can harm other sectors of CI and, 
thereby, affect the industry and population which 
depends upon them (Rinaldi et al., 2001). These 
consequences can occur locally, affect a larger 
community, and also involve global interests. Thus, 
proper planning of the power supply is necessary. 
Variations in electricity generation related to 
consumption can also lead to risk situations in the 
supply network, which have to be balanced to 
maintain the reliability of power delivery 
(Maliszewski and Perrings, 2012).  

Due to the dimensions and climate conditions of 
Sweden, providing electrical power to every 
inhabited place is challenging for both humans and 
materials. Maintaining a distributed power grid needs 
permanent effort. Since infallible protection against 
all kinds of power shortage seems to be an impossible 
task, proper continuity management and emergency 
response planning can help to handle adverse events 
and alleviate the consequences of them. Sweden’s 
power generation and supply landscape is fragmented 

due to the privatisation of the electricity market in 
1996 (Bergman, 1997). This fragmentation hampers 
decision paths and complicates communication 
between the individuals and groups responsible for 
electrical power in Sweden. In order to manage 
continuous power delivery, many of the necessary 
adjustment operations are automated. Nevertheless, 
in the case of power shortage, a response plan can 
support reliable decision making. Besides an analysis 
of the societal consequences, the planning needs to 
consider responsibilities, a previously defined chain 
of order, plausible and documented priorities, and a 
structured approach, enabling an operations team to 
reach the goals of reconditioning and maintenance 
while causing as little subsequent problems as 
possible (Johansson and Hassel, 2014). 

Contingency planning – preparing this solid basis 
for an operational emergency response – depends on 
information sharing and cooperation between the 
stakeholders involved (Pramanik at al., 2015), and 
their perception of a crisis (Nilsson, 2010; Penrose, 
2000; van Laere, 2013). The combination of various 
stakeholders being involved, with their own points of 
interest and responsibilities, and the sensitivity of the 
power grid, is expected to cause tensions. The added 
fact that these tensions can impact interdependent CI 
impels the following study.  

The study investigates the planning process and 
circumstances with a particular focus on the 
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stakeholders involved, their interrelations, and the 
belonging context. The leading research question is:  

Which elements of a conceptual system model 
should be considered during emergency response 
planning, regarding power supply within the complex 
context of critical infrastructure?  

Since the problem situation appears to be not 
particularly well-structured, with unclear objectives, 
a soft system analysis and modelling approach has 
been chosen to meet the conditions appropriately 
(Avison and Taylor, 1997). The remainder of the 
paper reads as follows: after briefly describing the 
background of systems thinking and the response 
planning approach, the research process is outlined. 
After the system analysis, the conceptual system 
model is presented and discussed, related to the 
associated context. Final remarks conclude the paper 
and outline the prospects for further research. 

2 BACKGROUND 

2.1 Systems Thinking 

The term “system” has been discussed for more than 
half a century. This discussion provoked a number of 
concepts and opinions. This paper falls short of 
defining the term in general; rather, the concepts 
underlying the study and research-leading points of 
view are marked. Systems can be considered to be 
‘complexes of elements standing in interaction’ 
(Bertalanffy, 1968, p. 33). Interactions in this quote 
suggests that relations between elements are not 
linear, and by that trivial – rather, they are complex 
and do not necessarily have correlations by causality 
or determinism. Searching for a generally valid 
theory to describe phenomena inside, between and 
around systems gave rise to the General System 
Theory, which emphasis its interdisciplinary 
character by accepting both mathematical and 
sociological analysis techniques (Bertalanffy, 1968, 
p. 2). The open system, standing in an exchange 
relationship to its environment, crosses system 
borders in useful interaction (Bertalanffy, 1968, 
p. 141). This illustrates the challenges to set system 
boundaries, and not only in the context of response 
planning. The fact that individuals can be seen as 
elements in one or several systems can result in 
conflicts in goals and behaviour. The intention to 
provide a universal approach to all kind of system led 
to a hierarchical classification of complexity 
according to corresponding individuals (Boulding, 
1956). In this hierarchical order, the social system 
appeared at the top in terms of complexity. Evidently, 

influences on power structures and group behaviour, 
as well as individual target tracking, within and 
between systems, are all related to this order. It 
complicates the predictability of interactions and the 
ensuing decisions within a social system.  

Furthermore, modern societies and organisations 
are characterised by the use of many technical 
systems. The functionalities of the technical part of a 
complex system can influence the social environment. 
In turn, the knowledge and behaviour of an intended 
user influences the outcome of a technical system. A 
socio-technical system, as a holistic system, is able to 
achieve a better outcome than the parts standing alone 
(Emery and Trist, 1960). Particularly important is the 
ability of the human, as part of the system, to create 
improvement and add value to the system (Mumford, 
2006). Moreover, their adaptability of behaviour in 
emergencies is an important aspect for system 
resilience (Boin and McConnell, 2007).  

Besides the technical infrastructure, the power-
delivery system relies on the willingness of decision-
makers in case of power outages (Maliszewski and 
Perrings, 2012). This unbalanced power relation 
requires intervention by the government to preserve 
societal interests. If conflicts between groups of 
interests arise, a balancing of risks is required to avoid 
the damage that could be caused by conflict 
escalation (Wimelius and Engberg, 2015). In 
addition, an observer’s perspective in his or her role 
as a system analyst can be biased, which raises further 
potential for conflicts. An analyst has to respect 
constitutive characteristics while introducing an 
observed system to analysis; namely they are: 
different points of view, events and decisions, 
interconnectivity and a topic as limitation (Kieser, 
2001; Rüegg-Stürm, 2001). 

Hence, two dimensions of governance have 
resulted from the deliberations above, providing a 
basis for response planning: the horizontal – 
structures for processes, with resources and 
responsibilities, and the vertical – structures for 
organisation, e.g., power structures within a system. 
Thus, consequent coordination of the information 
flow through a system, both horizontal and vertical, 
provides adequate conditions for communication and 
cooperation between interrelated elements of a 
system. A case of particular importance is the 
response planning system in Sweden regarding the 
power supply to key consumers in the context of CI.  

2.2 Response Planning in the Context 
of the Power Supply in Sweden 

The national planning procedure regarding the power 
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supply during an event of power shortage, named 
STYREL, was prepared since 2004 and tested by its first 
iteration in 2010-2011. Purpose of the procedure is to 
gather data on the infrastructure that depends on 
electricity. A particular focus lies on the identification 
of consumers whose activities are essential for 
national society, with regards to health, safety and 
interdependent businesses. Consumers are ranked in 
advance to ensure immediate decision-making during 
an emergency either caused or accompanied by 
lacking electricity. Due to the amount of involved 
departments and companies, the structured approach 
was developed for an ascertainment of priority lists. 

The second iteration (2014-2015) was launched 
by the following national authorities: (1) the Swedish 
Civil Contingencies Agency, (2) Energy Department, 
(3) Swedish Energy Markets Inspectorate, and (4) 
Swedish national grid provider, Svenska Kraftnät. 
National agencies identified electricity consumers at 
a national level, and categorised them depending on 
their importance to national societal functions. This 
categorising was conveyed to the county 
administrative board (CAB) where the respective 
consumers were located. CABs initiated the operation 
within their regional area. They provided information 
to municipalities and called for action. Municipalities 
identified and ranked key power consumers locally. 
Local grid operators assisted with details regarding 
technical feasibility. Lists of categorised consumers 
were returned to the CAB. Each CAB assessed the 
data collected from a regional perspective. If power 
lines cross county borders, adjacent counties had to 
categorise those lines together. The consumer ranking 
was finally forwarded to local, regional and national 
grid providers as a basis for their response planning. 
(Energy Department 2014) 

3 RESEARCH PROCESS 

3.1 Soft Systems Methodology 

The methodological research concept used in this 
paper is grounded on the Soft Systems Methodology 
(SSM) approach developed by Checkland (1972), 
aligned with the design-oriented research process of 
analysis, design, evaluation, and diffusion used in 
information system research (Österle et al., 2011). 

The entire process of SSM in its classical form 
constitutes seven stages (S) (Checkland, 1989): S1: 
Enter the situation that is considered problematic, 
S2: Express the problem situation, S3: Formulate root 
definitions of the relevant systems, S4: Build 
conceptual models of the systems named in the root 

definitions, S5: Compare the models with real world 
situations, S6: Define possible changes which are 
both possible and feasible, S7: Take action to improve 
the problem situation. 

SSM is arranged in this way to explore different 
views stakeholders concerned with a situation can 
have, and to achieve shared understanding about 
relevant and necessary actions. The object of this 
approach is to provide structure to a complex problem 
situation. This structure is used to determine activities 
that are able to improve the initial situation. SSM is 
used with similar intentions, exploring complex 
situations and meeting various stakeholder needs, 
often in the early stages of systems development 
(Cundill et al., 2012; Hakami et al., 2013; Mendoza 
and Prabhu, 2006; Sørensen et al., 2010).  

3.2 Data Analysis 

S1 is performed within and across documentations 
and notices about the current planning process. The 
literature selected is limited to the outlined case and 
given context in order to gain a holistic understanding 
of the observed system and its interacting elements. 
Different interests in the situation and existing 
correlations are investigated alongside. Discovering 
significant roles and power structures is part of the 
argumentative-deductive analysis, as well as 
exploring the system environment and boundaries. 
Various criteria are applied to analyse the case. 
Thereby, individual interpretations by the system 
observer were kept to the margins for a qualitative 
text analysis. The epistemological goal of the analysis 
is to explore what the current situation characterises. 

3.3 Conceptual Model Design 

Results from the data analysis constitute the systems-
thinking foundation for the content of the conceptual 
system model. Furthermore, the sub-models are based 
on each other to obtain, step-by-step, a higher level of 
abstraction. The purpose is to detach the thinking 
from the current implementation of the planning case 
in Sweden, and to yield a generic analysis concept for 
complex response planning situations. For reasons of 
generality, no explicit modelling language is applied; 
instead, the model design is based on the figures of 
SSM used in the literature (e.g. Checkland and 
Scholes, 1999; Proches and Bodhanya, 2015). 

In the course of S2, a ‘Rich Picture’ is created that 
represents individuals and groups, their conceivable 
concerns, technical and environmental elements, and 
interrelations between the components. Researchers’ 
interaction with the case enriches the model. This can 
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require several iterations to deal with structures 
(Grochla, 1974; Mingers and Taylor, 1992). 

During S3, a root definition is formulated that 
represents a generic system model for planning a 
power-shortage response. Besides the system 
definition, the research considers the elements of 
CATWOE (Smyth and Checkland, 1976), see Table1. 

Table 1: Elements of CATWOE, after Checkland and 
Scholes, 1999, p. 35. 

Element Description 
Customers The victim or beneficiaries of T 
Actors Involved persons in / Performer of T
Transformation 
Process 

Conversion of input to output 

Weltanschauung 
Big picture that makes the T 
meaningful in the context 

Owner Ruler who could stop T 
Environmental 
constraints 

Elements outside which it takes as 
given 

In S4, an action model is derived from the root 
definition, establishing a bridge between concept and 
practice. The leading question for building this sub-
model is: What are the purposeful activities necessary 
to carry out the specified transformation process, T? 
Individual interests and goal conflicts are reduced by 
focusing on the generic root definition. 

3.4 Evaluation and Further Steps 

During S5, the sub-models are compared with a real 
world situation. Several methods are suggested to 
perform this step; using formal questioning is the 
most common (Checkland & Scholes, 1999, p. 43), 
and is also used in this study. Several stakeholders 
were confronted with the models during interviews. 
Eight security coordinators, representing all of the 
municipalities of one rural, sparsely-inhabited county 
in northern Sweden, participated in qualitative 
interviews. In addition, two experts from a local grid 
provider were questioned. Seven of the people 
interviewed were involved twice, one of them once, 
and two had no practical experience in the procedure. 
The interviews varied in length but generally took 
about one hour, and are recorded and transcribed. 

S6 encourages a debate about the changes that are 
possible and feasible. Changes to the investigated 
situation suggested during the performed interviews 
are presented. Furthermore, conceivable changes 
regarding the models, in order to adapt them to a 
broader context, were also debated with the experts. 

S7 motivates actors to take action to improve the 
initial situation. Contributions towards achieving a 
conceivable improvement of the situation are 

indicated in the discussion and conclusion section. 
Attending the implementing process of the possible 
changes, however, is not part of the current research. 
SSM promotes a continuous circle using conscious 
critical reflection and learning (Checkland and 
Poulter, 2006, p. 61). This circle is supported by the 
diffusion of the current research results. 

4 SOFT SYSTEM MODEL 

4.1 Results of the Analysis 

Throughout the analysis, documentations regarding 
the case were examined using the following 
questions: (A) Which components exist and are 
relevant to the situation? (B) What are the concerns 
of the identified components? (C) How do the 
components relate to each other? (D) Within what 
context are the components embedded?  

Several system components were discovered. On 
the one side, municipalities, country councils and 
national authorities are charged with response 
planning. On the other side, national, regional and 
local grid providers are responsible for executing the 
contingency plan in case of a power shortage. In 
addition, local grid providers are also involved in the 
planning process, cooperating with the respective 
municipalities. On top of this, four national 
responsible authorities, as mentioned in 2.2, initiate 
the planning procedure. Since the roles of the 
components within the situation are different, various 
concerns arise; s like: how shall the practical work be 
performed? Is the plan feasible, according to 
technical conditions of the grid? Who will be affected 
by the decisions made? How can the resulting 
response plan be used? Moreover, relations between 
system components can cause the grounds for further 
concerns. They can be based on power structures as 
well as on discomfort regarding collaboration or 
workload. As a result of the separation between 
planning and execution, without adequate feedback, 
the commitment of actors may fade away during day-
by-day business. This can also affect awareness about 
the contextual frame. Aside from that, the complexity 
of the context provides an obstacle to holistic 
planning, although the holistic view is a necessary 
requirement for investigating all interdependencies. 
Since a power shortage can have cascading effects on 
other infrastructures, national security, the economy, 
and society can all be affected. Not least, power 
production and distribution also leads to thoughts 
about economic and environmental issues for many 
of involved parties. The system components and their 
interactions in the context derived from the analysis 
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Figure 1: Rich Picture of the Problem Situation. 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

292



interactions in the context derived from the analysis 
above provide the basis for the representations in the 
next section, which elaborates on the conceptual 
model performing S2 - S4. 

4.2 Conceptual System Model (1-3) 

4.2.1 Rich Picture of the Problem Situation 

The first sub-model of the conceptual system model 
is the Rich Picture, representing the current national 
constellation, as shown in Figure 1. It contains the 
elements, their relevant concerns, and relations in the 
specific situational context discovered during the 
analysis. Following SSM, the picture includes several 
different concerns and a certain level of subjectivity. 
Concerns are exemplary and represent a selection 
across the conceivable spectrum of matters. Doubts 
that an individual party has can also be a concern of 
another party or both parties, exactly as it can be an 
inappropriate concern. 

Besides the national authorities, which initiate the 
planning process, other decision makers and 
responsibilities are shown. Their particular concerns 
and relations between each other are displayed. 
Moreover, the illustration expresses connections and 
(inter-) dependencies between society, environment, 

other CI, and the national economy, as well as the 
industrial and financial sectors. The fact that all of the 
actors within the situation also depend on power 
delivery is represented by dashed arrows between the 
power grid and the actors. Specific notable aspects 
appear as labels, figurative expressions, and thoughts. 
The latter uses straight lines with balloon messages 
assigned to actors. The dotted arrows indicate a 
hierarchical order structure within an organisation. 

4.2.2 Root Definition of the System 

Derived from the case analysis and the Rich Picture, 
the core root definition of the generic system is 
prepared and provided in Figure 2 below. This 
definition represents a generic system to support 
decision-making on the controlled disconnection and 
delivery of electricity in the case of a power shortfall. 

The owner of the system (O) is the government, 
because it has the authority to cancel the entire 
transformation process (T), which constitutes the core 
concept of the system. Furthermore, the government 
has a long-term interest at a higher level in the societal 
and ethical aspects of the process. The grid operators 
are identified as the intended customers (C) of the 
system. Their decision-making shall be supported by 
adequate means produced during the transformation  

process of the system. Various actors (A) operate 
inside the conceptual system. These are professionals 
with different kinds of experience and decision-

making power. Between them, various structures of 
communication and cooperation arise. The 
Weltanschauung  (W)  states  that  decision-making is  
 

Core Root Definition 

A government-owned system, staffed by local, regional and national qualified professionals, 
which, considering legal regulations and technical limitations, supports planning and 
preparedness. It provides relevant information for decision-making on power supply in the 
case of power shortage. The system collects and prioritises power consumers that meet 
the criterion ’important to society’ in order to preserve and maintain critical infrastructure 
during a crisis situation that makes an impact on local, regional or national society. 

C grid operators of all kind (local, regional, national) 
A experts and professionals within municipalities, local grid operators, county councils 

and national authorities 
T need for supported qualified decision-making to enhance resilience – need met by 

structured information about power consumers 
W planning of decision-making is achievable and enhances emergency management 
O government 
E  legal regulations and technical limitations of the grid structure  

Figure 2: Core Root Definition of a Generic System to Support Decisions on Power Allocation. 
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something that can be planned, which enhances 
emergency management. From the system-owner’s 
perspective, it may also represent another long-term 
interest to support the resilience of the critical system. 
Legal regulations as well as technical limitations in 
the control abilities of power grid components 
constitute the environmental constraints (E) of the 
presented generic system.  

4.2.3 Action Model  

An action model, as Figure 3 demonstrates, is 
designed following the statements in the core root 
definition, which help to abstract the thinking from 
the current implementation. The model presents 
relevant actions during response planning to obtain 
support for decisions on power allocation in case of a 
power shortage. To identify power consumers in need 
is one of these actions. Classification criteria are 
needed as well as an understanding about how to use 
them, observing potential subjectivity. Associated 
emergencies and their different requirements for 
decision-making and measurement constitute the 
crisis scenarios. Moreover, technical limitations to 
power grid control have to be investigated. Power 
consumers are classified using criteria. Grid-control 
abilities affect how consumers can be served.  

 

Figure 3: Conceptual Action Model. 

Balancing between importance and a reasonable 
level of redundancy within a region influences 
information aggregation. Information about power 
consumption completes the decision. 

The monitoring and documentation of the process 
steps, and results of decisions made, are both 

necessary to ensure the quality of the process and to 
provide a basis for improvement. Defined 
performance criteria assist in the appreciation of the 
success of the approach and enable the people 
responsible to take control actions in case of 
variation. Due to the fact that various actors within 
the public and private sectors involved in the system, 
individual goals can differ and the system owner may 
request an adequate control ability. This control 
subsystem controls the activities performed during a 
transformation process by means of a feedback loop. 

4.3 Debate and Further Action 

The conceptual system model, containing the sub-
models, was presented during semi-structured face-
to-face interviews. The participants was encouraged 
to compare the models with the real-world situation. 
Open-ended questions were asked in order to gain 
stakeholder perspectives and individual opinions. 

Although the Rich Picture was considered to be 
complex and full of detail by all at the first glance, 
after a short time and closer inspection, the content 
and interactions became clear and the participants 
themselves became interested in further discussion. 
Many wanted to talk about details that they were 
particularly interested in. Often, these details were 
related to their own experiences and concerns. 
However, aspects concerning the work of others were 
also noticed with interest. There was a strong 
consensus that CI and possible cascade effects caused 
by a power shortfall are central points of their 
planning work. All of the participants expressed the 
opinion that the Rich Picture could be used to 
heighten the general public’s awareness regarding the 
complexity of the situation. In addition, many said 
they would like to see this picture implemented as a 
form of interactive training, which would enable the 
individuals responsible to explore the situation, as 
well as the planning and response procedure, as a 
process by themselves, step-by-step.  

The root definition and the action model were 
approached with slight difficulty by some, and were 
perceived as being less accessible than the Rich 
Picture. After a short investigation, this opinion 
changed fast. Participants could see benefits in the 
generality and experienced the activities as valuable 
and reasonable. Almost all of the people interviewed 
could imagine using the action model in other 
emergency preparedness planning settings too. Some 
participants mentioned a desire to have a more 
straightforward process model providing more 
distinct sequences for the activities. All participants 
considered a control cycle to be important for their 
planning work, which is notably absent in the existing 
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emergency response planning procedure. 
The participants felt that more time for detailed 

consideration, and also further discussion with other 
actors involved in the procedure, would be desirable. 
Such collaboration can help people to exchange 
insights, gain a shared understanding about “expected 
performance”, and, not least, to overcome flaws 
within the procedure. Further changes and actions 
was suggested as follows: (A) The usage of the 
resulting response plan needs clarifying, (B) The 
expected engagement during the planning activities 
needs to be communicated, (C) A feedback-loop has 
to be initiated to improve the procedure and to help 
actors to stay motivated, (D) Adapted how-to guides 
for planning activities can be developed in order to 
lower entry barriers, particularly for new personnel. 

5 DISCUSSION AND 
CONCLUDING REMARKS 

One recurring concern in studies within emergency 
management in Sweden is the need for adequate 
information paths: both inside a system, between 
actors during planning activities, and outwardly, to 
affected people and groups during emergencies 
(Enander et al., 2015; Hansén, 2009; Olofsson, 2011; 
Palm, 2009). Formal and informal practices to reach 
dedicated stakeholder groups have been presented. 

This paper provides an informal basis for 
establishing communication and encouraging 
collaboration. First, a Rich Picture was designed, 
based on the literature analysis. It visualises the 
structures and (inter-) dependencies between the 
stakeholders involved, and their communication 
paths related to the planning process. All known 
actors are included and their concerns are 
exemplified. Since the space is limited, just a few 
issues are specified. However, they do not exclude 
additional relevant concerns, nor are the formulated 
thoughts limited to one special group of stakeholders. 
During the interview, one participant remarked that 
the secrecy ascribed to the exchanged information 
was not noted in the picture. Aside from the fact that 
this can be done easily, the intention during modelling 
was to keep the complexity manageable for the 
beholder. Such supplementary information can be 
valuable and readily interpretable in interactive 
representations or adapted views concerned with 
specific aspects, such as information security. 

Deduced from the case and problem situation, the 
core root definition of the generic system was then 
outlined. The system definition abstracts from the 
concrete real-world setting, and focuses in on the 

purpose and circumstances of a generic system, as 
well as on responsible actors within their different 
roles. While establishing the core root definition, 
abstractions are made to obtain a generally valid 
system definition, with respect to the aim intended by 
the initial case. 

The action model completes the conceptual soft 
systems analysis model. Meaningful and generally 
valid activities are developed by an investigation of 
the core root definition with respect to the research 
question. The model provides insights for improving 
collaborative response planning to power shortages. 
The people interviewed appreciated the value of the 
generic action model during overarching national 
response planning. They also perceived its usefulness 
in other contexts, such as water and fuel emergencies, 
and even in a more holistic approach for emergency 
response planning generally. The action model can be 
adapted to other national or sector-based contexts, 
e.g., by using modified keywords. It can also be used 
as a tool to consider conceivable dependencies and 
local, regional, and national resilience. It makes no 
claims over the due sequence of activities within an 
associated transformation process respective process 
model. Therefore, developing a (reference) process 
model can be an activity supporting change, 
according to S7. In consequence, the level of 
flexibility will be reduced for the advantage of lower 
entry obstacles and a relieved work flow. In the 
specification of such a model, responsibilities should 
be formulated and the adequate implementation of a 
feedback loop considered. In addition, security 
concerns can be specified, as well as determining 
authorisation levels regarding access to information. 

Furthermore, another control cycle can be 
modelled in addition to the action model. This second 
control cycle controls the kind of monitoring, the 
success criteria, and the control actions needed in 
order to enable supervision of the controlling 
activities. Key indicators that facilitate the controlling 
of the level of success are called the ‘3 Es’ in SSM. 
Those are efficacy, efficiency and effectiveness, and 
can be added to the activities and the first control 
cycle of the action model presented in Section 4.2.3. 
Thus, it can be assessed whether the measurements 
work, whether the right activities are performed to 
meet long-term interests, and whether resource 
allocation is sparing (Checkland, 1989). The indicator 
efficiency needs careful consideration in the context 
of power allocation, since efficiency and resilience 
are slightly contrary concepts. The government 
should not only put trust in communities’ ability to 
adapt and be resilient (Bulley, 2013); it also has to 
encourage partnership and communication in order to 
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reach the favoured collaboration before, during and 
after a crisis (Powley, 2009; Ödlund, 2010). Such 
indicators were not detected through the case analysis 
and interviews. Within the paper, performance 
indicators are not substantiated due to the generality 
of the conceptual soft system analysis model.  

Since power allocation for power consumers, 
besides technical constraints, comes with ethical and 
political concerns, the SSM approach was considered 
to be informative by the respondents in this paper. As 
described in Section 4.2, the approach provides a 
means for structuring the complex situation of 
collaborative national response planning. The case 
reported on herein, STYREL, shows that emergency 
response planning is characterised by multiple 
stakeholders providing different views and 
perspectives in a distributed environment. Section 4.3 
suggests that SSM enabled an open mind-set among 
the people interviewed, facilitating discussion and 
suggestions for improvements. As such, increased 
comprehension of this type can provide a good basis 
for further improvement of organisational learning 
and knowledge management. In consequence, these 
improvements can provide a solid support for 
achieving reliable decision processes and support for 
decisions. Thus, applying SSM in the current stage of 
the emergency preparedness and response planning 
process resulted in an improved understanding of the 
complexity of the process and the relationships 
between the involved parties.  
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Abstract: This paper presents a Network of Cyclic Polling Systems that consists of two cyclic polling systems with
two queues each when transfer of users from one system to the other is imposed. This system is modelled
in discrete time. It is assumed that each system has exponential inter-arrival times and the servers apply an
exhaustive policy. Closed form expressions are obtained for the first and second moments of the queue’s
lengths for any time.

1 INTRODUCTION

A Cyclic Polling System (CPS) consists of multiple
queues that are attended by a single server in cyclic
order. Users arrive at each queue according to inde-
pendent processes which are independent of the ser-
vice times. The server attends each queue accord-
ing to a service policy previously established. When
the server finishes, it moves to the next queue incur-
ring in a switchover time. It will be assumed that
the switchover times form a sequence of independent
and identically distributed random variables. A thor-
ough analysis has been made on this subject. For an
overview of the literature on polling systems, their ap-
plications and standard results, the authors refer to
such surveys as: (Boon et al., 2011; Levy and Sidi,
1990), and (Vishnevskii and Semenova, 2006).

Here a Network of Cyclic Polling System (NCPS)
is considered. It consists of two cyclic polling sys-
tems, each of them with two queues that are attended,
according to an exhaustive policy. The exhaustive
policy service consists in attending all users until the
queue is emptied. The system is observed at fixed
times where the length of the slot is proportional to
the time service. The arrivals to each queue are as-
sumed to be Poisson processes with independent iden-
tical distributed (i.i.d.) inter-arrival exponential times.
When the servers finish, they move to the next queue
incurring a switchover time. It will be assumed that
the switchover times form a sequence of indepen-
dent and identically distributed random variables. The

novelty in this work is that the two systems are con-
nected in the following way: the users enter the sys-
tem through one of the queues. After being served in-
stead of leaving the system, they transfer to one of the
queues of the other system, see Figure 1. All the users
leave the network after being attended by the two
servers. This network requires considering two kinds
of arrival processes at each queue. One of them cor-
responds to the arrival process of the users that enter
the system for the first time through that queue, and
the other one corresponds to the arrival of the transfer
users. Specifically, in this article the authors are look-
ing for explicit formulae for the first and second order
moments at any time. The buffer occupancy method
is applied. It uses the Probability Generating Function
(PGF) of the joint distribution function of the queues
lengths at the moment the server arrives to the queue
to start its service, which is called a polling instant.
For an overview of this method, see (Takagi, 1986;
Cooper and Murray, 1969; Cooper, 1970).

This work was motivated by the subway system,
where each line can be considered as a cyclic polling
system and the transfer station allows the users to
transfer from one line to the other. Networks of
polling systems is a rather new topic with few ref-
erences, and a variety of possible applications, see
(Boon et al., 2011; Levy and Sidi, 1990; Vishnevskii
and Semenova, 2006; Beekhuizen, 2010). Recent
publications about networks of polling stations are:
(Beekhuizen et al., 2008b; Beekhuizen et al., 2008a;
Aoun et al., 2010; Beekhuizen and Resing, 2009;
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Figure 1: Example of a Network of Cyclic Polling Systems.

van den Bos and Boon, 2013). The problem of in-
terest is to obtain performance measures for the sta-
tionary case whenever is possible.

This paper is organized as follows. In section 2 the
description of the model and the corresponding nota-
tion are presented. In Section 3 the explicit formulae
for the queue length processes at polling instants are
given. Assuming that stationarity conditions are satis-
fied, the expected queue lengths processes at any time
are provided in Section 4. The concluding remarks
are given in section 5. Besides there is Appendix A,
which gives the general calculations in order to obtain
the joint PGF for the queue lengths of the NCPS.

2 DESCRIPTION OF THE MODEL

Consider an NCPS consisting of two cyclic polling
systems, Γ1 and Γ2 with two queues each, where Q1
and Q2 denote the queues of Γ1, and Q3 and Q4 de-
note the corresponding queues of Γ2, all of them with
infinite-sized buffer. In each system, a single server
visits the queues in a cyclic order, where the exhaus-
tive policy is applied. All the users after being served,
transfer to the other system in the following way:
users from Q3 transfer to Q1, and from Q4 to Q2, and
viceversa. Users’ time of arrival to the other queue is
considered as the time of departure from the original
queue. All customers are assumed to leave the NCPS
after being attended by the two servers, see Figure 1.

Upon completion of a visit to any queue, the
servers incur in a random switchover time according
to an arbitrary distribution with a finite first moment.
A cycle is defined as the time interval between two
consecutive polling instants. The time period in a cy-
cle during which the server attends a queue is called
a service period. The intervisit time Ii of queue Qi is
defined as the period beginning at the time the server
leaves Qi in a cycle and ends at the time when queue
Qi is polled in the next cycle; its duration is given
by τi (m+1)− τi (m). It is important to remark that
the case considered in this paper is the one where the

server visits the queues in a cyclic order.
At each of the queues in the network, the total

number of users is the users that arrive for the first
time to the system plus the number of transfer users
from the other system. For t ∈ [t, t + 1) the arrival
processes are denoted by X1 (t) ,X2 (t), for Q1 and Q2
in Γ1, respectively, and X3 (t), X4 (t), for Q3 and Q4
in Γ2, respectively, with corresponding transfer pro-
cesses Y3 (t) from Q1 to Q3, Y4 (t) from Q2 to Q4,
Y1 (t) from Q3 to Q1, and Y2 (t) from Q4 to Q2. It
will be supposed that the arrival and the transference
processes are independent. The arrival rates at Qi,
for i = 1,2,3,4, are denoted by µi and µ̂i for the out-
put processes, respectively. The process that consid-
ers both input-output processes will be denoted by
X̃i (t) = Xi (t)+Yi (t) with a rate µ̃i = µi + µ̂i that sat-
isfies µ̃i < 1, for i = 1,2,3,4. Denote the processes
Li (t) for the queue length processes for i = 1,2,3,4.
In some parts of the article, in order not to complicate
the notation, the dependence of t will be omitted.

3 EXPECTED QUEUE LENGTHS
PROCESSES AT DISCRETE
TIME

In this section it is assumed that the service times are
proportional to the length of the slot, so that the arrival
rate and the output rates coincide with the mean of the
corresponding processes.

As usual, the j-th derivative of a function Ψ is
denoted by Ψ( j), j = 1,2,3, . . .. When Ψ is a func-
tion of m variables, the notation D jΨ will be used
for the j-th partial derivative of Ψ, j = 1,2, . . . ,m.
For i = 1,2,3,4, consider zi ∈ C and denote by τi the
polling instant at queue Qi and by τi the instant when
the server leaves the queue and starts a switchover
time. In order to obtain the joint PGF for the num-
ber or users residing in queue Qi, when it is polled,
for t ≥ 0 the PGF is considered for each of the ar-
rival processes Xi (t), the transfer process Yi (t), and
the processes X̃i (t), for i = 1,2,3,4. The correspond-
ing PGFs for each of the processes are:

Pi (zi) = E
[
zXi(t)

i

]
, P̂i (zi) = E

[
zYi(t)

i

]
, (1)

and

P̃i (zi) = E
[
zX̃i(t)

i

]
, (2)

with

µi = E [Xi (t)] = P(1)
i (1) , (3)
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and µ̂i, µ̃i for the mean of the respective processes
Ŷi (t) and X̃i (t) for i = 1,2,3,4. The PGF for the ser-
vice period is defined by:

Si (zi) = E
[
zτi−τi

i

]
, with

si = E [τi− τi] , for i = 1,2,3,4.
(4)

In a similar manner, the PGF for the switchover time
of the server from the moment it stops attending a
queue to the time of arrival to the next queue is given
by

Ri (zi) = E
[
zτi+1−τi

i

]
, (5)

with the first moment

ri = E [τi+1− τi] for i = 1,2,3,4. (6)

Observe that the number of users in the queue at times
τi is zero, i.e., Li (τi) = 0 for i = 1,2,3,4, and in Γ1,
the number of users at the moment the server stops
attending the queue is given by the number of users
present at the moment it arrives plus the number of
arrivals during the service period plus the users that
arrived after being served by the second server. Then
the length Li (τ1) is given by

Li (τ1) = Li (τ1)+Xi (τ1− τ1)+Yi (τ1− τ1) , (7)

for i = 1,2,3,4. As it is known, the gambler’s ruin
problem can be used to model the server’s busy pe-
riod in a cyclic polling system. The result that re-
lates the gambler’s ruin problem with the busy pe-
riod of the server is a generalization of the result
given in (Takagi, 1986), Chapter 3. Denote by L̃ j,
j = 0,1,2, . . ., the capital equal to j units, and by
gn,k the probability of the event no ruin before the n-
th period beginning with the initial capital L̃0, con-
sidering a capital equal to k units after n− 1 events,
i.e., given n ∈ {1,2, . . .}, and k ∈ {0,1,2, . . .}, gn,k :=
P
{

L̃ j > 0, j = 1, . . . ,n, L̃n = k
}

. This probability can
be written as:

gn,k = P
{

L̃ j > 0, j = 1, . . . ,n, L̃n = k
}

= ∑k+1
j=1 gn−1, jP

{
X̃n = k− j+1

}

= ∑k+1
j=1 gn−1, jP{Xn +Yn = k− j+1}

= ∑k+1
j=1 ∑ j

l=1 gn−1, jP{Xn = k− j− l +1}
·P{Yn = l} .

(8)

Let Gn (z) and G(z,w) be the polynomials defined by

Gn (z) = ∑∞
k=0 gn,kzk, for n = 0,1, . . . , and

G(z,w) = ∑∞
n=0 Gn (z)wn,

(9)

for z,w ∈ C, where it is obtained that

g0,k = P
{

L̃0 = k
}
. (10)

In particular for k = 0,

gn,0 = Gn (0) = P
{

L̃ j > 0, L̃n = 0
}

= P{T = n} , (11)

for j < n and the ruin time T . Furthermore,

G(0,w) = ∑∞
n=0 Gn (0)wn

= ∑∞
n=0 P{T = n}wn = E

[
wT
]
,

(12)

is the PGF of T . The gambler’s ruin occurs after
the n-th game, i.e., the queue becomes empty after n
steps, starting with L̃0 users.

Proposition 1. For n≥ 0, z,w ∈ C, z 6= 0,

Gn (z) =
1
z
[Gn−1 (z)−Gn−1 (0)] P̃i (z) .

Furthermore,

G(z,w) =
zFi (z)−wP̃i (z)G(0,w)

z−wRi (z)
, (13)

z−wRi (z) 6= 0, with a unique pole in the unit circle,
which has the form z = θ̃i (w) and satisfies

i) θ̃i (1) = 1,

ii) θ̃(1)i (1) = 1/ [1− µ̃i],

iii) θ̃(2)i (1) = µ̃i/(1− µ̃i)
2 + σ̃/(1− µ̃i)

3,

for i = 1,2,3,4.

Proof. Similar to the one given by Takagi (Takagi,
1986) in pp. 45-47.

In order to model the NCPS it is necessary to con-
sider the users arrival to each queue of Γ1 at polling
instants of system Γ2. The PGF of the queue length
of system Γ1 at polling instants of Γ2 is defined as

Fi,i+2 (zi;τi+2) = E
[
zLi(τi+2)

i

]
, (14)

for zi ∈ C, i = 1,2,3,4. Using this expression, it is
possible to define the joint PGF for Γ1, z1,z2 ∈ C:

E
[
zL1(τ3)

1 zL2(τ3)
2

]
= E

[
zL1(τ3)

1

]
E
[
zL2(τ3)

2

]

= F1,3 (z1;τ3)F2,3 (z2;τ3) =: F3 (z1,z2;τ3) .
(15)

Similar expressions are obtained for the rest of the
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queues which can be summarized by

F j (z1,z2;τ j) , for j = 3,4 and

F j (z3,z4;τ j) , for j = 1,2, (16)

for zi ∈C, i = 1,2,3,4. Now the joint PGF will be de-
termined for the times that the servers visit each queue
in their corresponding system, i.e., t ∈ {τ1,τ2,τ3,τ4}:

F j := F j (z1,z2,z3,z4;τ j) = E
[

∏4
i=1 z

Li(τ j)
i

]
(17)

for zi ∈C, i, j = 1,2,3,4. With the purpose of finding
the number of users present in the network when the
server ends attending queue Q1 of systems Γ1, it is
gotten that

F1 = E
[
zL1(τ1)

1 zL2(τ1)
2 zL3(τ1)

3 zL4(τ1)
4

]

= E
[
zL2(τ1)

2 zL3(τ1)
3 zL4(τ1)

4

]

= E
[
zL2(τ1)+X2(τ1−τ1)+Y2(τ1−τ1)

2

·zL3(τ1)+X3(τ1−τ1)+Y3(τ1−τ1)
3

zL4(τ1)+X4(τ1−τ1)+Y4(τ1−τ1)
4

]
.

(18)

This is obtained using equation (7). Now, for
z1,z2,z3,z4 ∈ C,

F1 = E
[
zL2(τ1)

2 zX2(τ1−τ1)
2 zY2(τ1−τ1)

2 zL3(τ1)
3

zX3(τ1−τ1)
3 zY3(τ1−τ1)

3 zL4(τ1)
4 zX4(τ1−τ1)

4 zY4(τ1−τ1)
4

]

= E
[
zL2(τ1)

2

{
zL3(τ1)

3 zL4(τ1)
4

}{
zX2(τ1−τ1)

2

zY2(τ1−τ1)
2

}{
zX3(τ1−τ1)

3 zY3(τ1−τ1)
3

}
{

zX4(τ1−τ1)
4 zY4(τ1−τ1)

4

}]

= E
[
zL2(τ1)

2

{
zX2(τ1−τ1)

2 zY2(τ1−τ1)
2

}

{
zX3(τ1−τ1)

3 zY3(τ1−τ1)
3

}{
zX4(τ1−τ1)

4 zY4(τ1−τ1)
4

}]

E
[
zL3(τ1)

3 zL4(τ1)
4

]
.

(19)

The last equation was obtained applying the fact that
the arrivals processes of the queues in each of the sys-
tems are assumed to be independent. Hence, it is pos-
sible to separate the expectation for the arrival pro-
cesses at time τ1, which is the time the server visits
Q1. Recall that X̃i (t) = Xi (t) +Yi (t) for i = 2,3,4,

then it is obtained for z1,z2,z3,z4 ∈ C that

F1 = E
[
zL2(τ1)

2

{
zX̃2(τ1−τ1)

2 zX̃3(τ1−τ1)
3

zX̃4(τ1−τ1)
4

}]
·E
[
zL3(τ1)

3 zL4(τ1)
4

]
= E

[
zL2(τ1)

2
{

P̃2 (z2)
τ1−τ1 P̃3 (z3)

τ1−τ1 P̃4 (z4)
τ1−τ1

}]

·E
[
zL3(τ1)

3 zL4(τ1)
4

]

= E
[
zL2(τ1)

2

{
P̃2 (z2) P̃3 (z3) P̃4 (z4)

}τ1−τ1
]

·E
[
zL3(τ1)

3 zL4(τ1)
4

]
= E

[
zL2(τ1)

2 θ̃1
(
P̃2 (z2)

P̃3 (z3) P̃4 (z4)
)L1(τ1)

]
·E
[
zL3(τ1)

3 zL4(τ1)
4

]

= F1
(
θ̃1
(
P̃2 (z2) P̃3 (z3) P̃4 (z4)

)
,z2
)

·F1 (z3,z4;τ1)

=: F1
(
θ̃1
(
P̃2 (z2) P̃3 (z3) P̃4 (z4)

)
,z2,z3,z4

)
.

(20)

The last equalities are true because the number of arri-
vals to Q4 during the time interval [τ1,τ1] still have
not been attended by the server in Γ2, then the users
cannot transfer to Γ1 through the queue Q2. There-
fore the number of users switching from Q4 to Q2
during the time interval [τ1,τ1] depends on the policy
of transferring between the two systems. The server’s
switchover times are given by the general equations

Ri (z1,z2,z3,z4) = Ri
(
P̃1 (z1) P̃2 (z2) P̃3 (z3) P̃4 (z4)

)
,

zi ∈ C, i = 1,2,3,4. Then, to derive and evaluate in
zi = 1, it is obtained that

D jR j = riµ̃ j, i, j = 1,2,3,4. (21)

And the second order partial derivatives are given by

D jDiRk = R(2)
k µ̃iµ̃ j +11i= jrkP(2)

i +11i6= jrkµ̃iµ̃ j, (22)

for any i, j,k = 1,2,3,4, where 11i= j = 1 for i = j,
and 0 in any other case. (Observe that in the last
derivatives the evaluation in zi = 1, for i,k = 1,2,3,4
is omitted, in order to simplify the notation.) Then the
joint PGF for Q1 in Γ1 is given by

F1 (z1,z2,z3,z4) = R2
(
∏4

i=1 P̃i (zi)
)

·F2
(
z1, θ̃2

(
P̃1 (z1) P̃3 (z3) P̃4 (z4)

)
,z3,z4

)
,

(23)

for zi ∈C, i= 1,2,3,4. For the rest of the queues simi-
lar expressions are gotten by an analogous argument.
Now the switchover times from one queue to the other
are considered, as well as the number of users present
at the time the server leaves the queue to start atten-
ding the next one. In analogous way for the rest of the
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NCPS it is obtained for zi ∈ C, i = 1,2,3,4, that

F2 (z1,z2,z3,z4) = R1
(
∏4

i=1 P̃i (zi)
)

·F1
(
θ̃1
(
P̃2 (z2) P̃3 (z3) P̃4 (z4)

)
,z2,z3,z4

)
,

F3 (z1,z2,z3,z4) = R4
(
∏4

i=1 P̃i (zi)
)
·F4 (z1,z2,

z3, θ̃4
(
P̃1 (z1) P̃2 (z2) P̃3 (z3)

))
,

F4 (z1,z2,z3,z4) = R3
(
∏4

i=1 P̃i (zi)
)
·F3 (z1,z2,

θ̃3
(
P̃1 (z1) P̃2 (z2) P̃4 (z4)

)
,z4
)
.

(24)

From (16), the following derivatives are obtained:

D jFi (z1,z2;τi+2) = 11 j≤2F
(1)
j,i+2 and

D jFi (z3,z4;τi−2) = 11 j≥3F
(1)
j,i−2,

(25)

for zi ∈ C, i = 1,2,3,4, and the second order deriva-
tives are given by

D jDiFk (z1,z2;τk+2) = 11k≤211 j≤211i≤2

(
11 j=iF

(2)
i,k+2

+11 j 6=iF
(1)
j,k+2F

(1)
i,k+2

)
,

D jDiFk (z3,z4;τk−2) = 11k≥311 j≥311i≥3

(
11 j=iF

(2)
i,k−2

+11 j 6=iF
(1)
j,k−2F

(1)
i,k−2

)
,

(26)

for zi ∈C, i= 1,2,3,4. The following theorem shows
how to find the lengths of the queues of the NCPS at
polling instants according to equations (23) and (24):

Theorem 1. Suppose that µ̃ = µ̃1 + µ̃2 < 1, µ̂ =
µ̃3 + µ̃4 < 1, then the number of users in the queues
conforming the NCPS (24) at polling instants is

f j (i) = r j+1µ̃i +11i6= j+1 f j+1 ( j+1) µ̃i
1−µ̃ j+1

+11i= j f j+1 (i)+11 j=111i≥3F
(1)
i, j+1

+11 j=311i≤2F
(1)
i, j+1

(27)

for j = 1,3 and i = 1,2,3,4, and

f j (i) = r j−1µ̃i

+11i 6= j−1 f j−1 ( j−1) µ̃i
1−µ̃ j−1

+11i= j f j−1 (i)+11 j=211i≥3F
(1)
i, j−1

+11 j=411i≤2F
(1)
i, j−1

(28)

for j = 2,4 and i= 1,2,3,4. The solution of the linear

system of equations (27) and (28) is given by:

fi ( j) = (11 j=i−1 +11 j=i+1)r jµ̃ j

+11i= j

(
11i≤2

rµ̃i(1−µ̃i)
1−µ̃ +11i≥2

r̂µ̃i(1−µ̃i)
1−µ̂

)

+11i=111 j≥3

(
µ̃ j

(
ri+1 +

rµ̃i+1
1−µ̃

)
+F(1)

j,i+1

)

+11i=311 j≥3

(
µ̃ j

(
ri+1 +

r̂µ̃i+1
1−µ̂

)
+F(1)

j,i+1

)

+11i=211 j≤2

(
µ̃ j

(
ri−1 +

rµ̃i−1
1−µ̃

)
+F(1)

j,i−1

)

+11i=411 j≤2

(
µ̃ j

(
ri−1 +

r̂µ̃i−1
1−µ̂

)
+F(1)

j,i−1

)
,

for i, j = 1,2,3,4.

Theorem 2. Suppose µ̃, µ̂ < 1, then from the ex-
pressions given in (23) and (24) the second order
derivatives for the NCPS are obtained which, in their
general form, are

f1 (i,k) = DkDi (R2 +F2 +11i≥3F4)

+DiR2Dk (F2 +11k≥3F4)

+DiF2Dk (R2 +11k≥3F4)

+11i≥3DiF4Dk (R2 +F2) ,

f2 (i,k) = DkDi (R1 +F1 +11i≥3F3)

+DiR1Dk (F1 +11k≥3F3)
+DiF1Dk (R1 +11k≥3F3)

+11i≥3DiF3Dk (R1 +F1) ,

f3 (i,k) = DkDi (R4 +11i≤2F2 +F4)

+DiR4Dk (11k≤2F2 +F4)
+DiF4Dk (R4 +11k≤2F2)

+11i≤2DiF2Dk (R4 +F4) ,

f4 (i,k) = DkDi (R3 +11i≤2F1 +F3)

+DiR3Dk (11k≤2F1 +F3)
+DiF3Dk (R3 +11k≤2F1)

+11i≤2DiF1Dk (R3 +F3) ,

(29)

for i,k = 1,2,3,4. The second order moments are ob-
tained solving the linear systems given by (29).

The proof is given in Appendix A.

4 EXPECTED QUEUE LENGTHS
AT ANY TIME

Assumption 1. (i) The arrival processes in the
NCPS satisfies µ̃, µ̂ < 1.
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(ii) Each of the queues of the NCPS is an M/M/1 sys-
tem, with ρ̃i := µ̃i/λi < 1, for i = 1,2,3,4 (ob-
serve that in the case considered ρ̃i = µ̃i, for
i= 1,2,3,4, given that the service time is assumed
to be proportional to the length of the slot).

(iii) The switchover times have a finite first moment.

In this section it is supposed that Assumption 1
holds. Here, the idea given in (Takagi, 1986) is fo-
llowed, in order to find the expected queue lengths at
any time for the NCPS.

Fix i ∈ {1,2,3,4}. Let L∗i be the number of users
at queue Qi at polling instants, then, following Section
3, it is obtained that

E [L∗i ] = fi (i) ,
Var [L∗i ] = fi (i, i)+E [L∗i ]−E [L∗i ]

2 . (30)

Consider the cycle time Ci for queue Qi with dura-
tion given by τi (m+1)− τi (m) for m≥ 1. The inter-
val between two successive regeneration points will
be called regenerative cycle.

In order to guarantee that the cyclic times are a sta-
tionary state, it is assumed that each of the polling sys-
tems are stable (Boon et al., 2011; Boxma et al., 1992;
Cooper et al., 1996; Levy and Sidi, 1990), which en-
sure the stability of each queue (Fricker and Jaibi,
1994; Vishnevskii and Semenova, 2006), and this im-
plies the stationarity of the cyclic times (Altman et al.,
1992). Therefore it is assumed that the cyclic times
are stationary as Takagi did (Takagi, 1986).

Let Mi be the number of polling cycles in a regen-
erative cycle. The duration of the m-th polling cycle
in a regeneration cycle will be denoted by C(m)

i , for
m = 1,2, . . . ,Mi. The mean polling cycle time is de-
fined by

E [Ci] =
∑Mi

m=1E
[
C(m)

i

]

E [Mi]
. (31)

For the process Li (t), t ≥ 0, their PGF will be de-
noted by Qi (z), z ∈C, which is also given by the time
average of zLi(t) over the regenerative cycle defined
before, so it is obtained that

Qi (z) = E
[
zLi(t)

]
=

E
[
∑

Mi
m=1 ∑

τi(m+1)−1
t=τi(m)

zLi(t)
]

E
[
∑

Mi
m=1(τi(m+1)−τi(m))

] , (32)

which can be rewritten in the form

Qi (z) =
1

E [Ci]
· 1−Fi (z)

Pi (z)− z
· (1− z)Pi (z)

1−Pi (z)
, (33)

(see Section 3 in (Takagi, 1986)). The following
proposition provides the expected queue lengths for
each of the queues in the NCPS at any time.

Theorem 3. For the queue lengths in the NCPS at
any time, with PGF given in (33), the first and second
order moments are given by

Q (1)
i (1) = 1

µ̃i(1−µ̃i)
E(L∗i )2

2E[Ci]
−σ2

i
E[L∗i ]
2E[Ci]

· 1−2µ̃i
(1−µ̃i)

2µ̃2
i
, (34)

where σ2
i =

(
Var

[
X̃i (t)

])2, and

E [Ci]Q
(2)

i (1) = 1
µ̃3

i (1−µ̃i)
3

{
−(1− µ̃i)

2 µ̃2
i O(2)

1,i (1)

− µ̃i (1− µ̃i)(1−2µ̃i)O1,i(1)O
(2)
3,i (1)

− −µ̃2
i (1− µ̃i)

2 O1,i(1)P
(2)
i (1)

+ 2µ̃i
[
(1−2µ̃i)O1,i(1)− (1− µ̃i)

](
O(1)

3,i (1)
)2

− 2(1− µ̃i)(1−2µ̃i)O1,i(1)O
(1)
3,i (1)

− −2µ̃3
i (1− µ̃i)

2 O(1)
1,i (1)

− 2(1−2µ̃i)O(1)
3,i (1)O

(1)
1,i (1)

− 2µ̃2
i (1− µ̃i)(1−2µ̃i)O1,i(1)O

(1)
1,i (1)

}
,

(35)

for i = 1,2,3,4.

Proof. Fix i ∈ {1,2,3,4} and z ∈ C. To remove the
singularities in (33) it is necessary to define the follo-
wing analytic functions:

ϕi (z) = 1−Fi (z) , ψi (z) = z−Pi (z) ,

and ςi (z) = 1−Pi (z) ,
(36)

then

E [Ci]Qi (z) =
(z−1)ϕi (z)Pi (z)

ψi (z)ςi (z)
. (37)

For k ≥ 0, define ak = P{L∗i (t) = k}. It is obtained
that

ϕi (z) = 1−Fi (z) = 1−
+∞

∑
k=0

akzk,

therefore

ϕ(1)
i (z) =−∑+∞

k=1 kakzk−1,with

ϕ(1)
i (1) =−E [L∗i (t)] , and

ϕ(2)
i (z) =−∑+∞

k=2 k(k−1)akzk−2, hence

ϕ(2)
i (1) = E [L∗i (L

∗
i −1)] .

In the same way it is gotten that

ϕ(3)
i (z) =−∑+∞

k=3 k(k−1)(k−2)akzk−3 and

ϕ(3)
i (1) =−E [L∗i (L

∗
i −1)(L∗i −2)] .
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Expanding ϕi (z) around z = 1,

ϕi (z) = ϕi (1)+
ϕ(1)

i (1)
1!

(z−1)

+
ϕ(2)

i (1)
2!

(z−1)2 +
ϕ(3) (1)

3!
(z−1)3 + . . .+

= (z−1)

{
ϕ(1)

i (1)+
ϕ(2) (1)

2!
(z−1)

+
ϕ(3)

i (1)
3!

(z−1)2 + . . .+

}

= (z−1)O1,i (z)

with O1,i (z) 6= 0, given that O1,i (z) =−E [L∗i ], where

O1,i (z) = ϕ(1)
i (1)+ ϕ(2)

i (1)
2! (z−1)

+
ϕ(3)

i (1)
3! (z−1)2 + . . .+ .

(38)

Calculating the derivatives of O1,i (z), and evaluating
in z = 1, it is obtained that

O1,i (1) =−E [L∗i ] ,

O(1)
1,i (1) =− 1

2E
[
(L∗i )

2
]
+ 1

2E [L∗i ]

and

O(2)
1,i (1) =− 1

3E
[
(L∗i )

3
]
+E

[
(L∗i )

2
]
− 2

3E [L∗i ] .

(39)

Proceeding in a similar manner for ψi (z) = z−Pi (z)
and ςi (z) = 1−Pi (z), it is gotten that

E [Ci]Qi (z) =
O1,i (z)Pi (z)

O2,i (z)O3,i (z)
. (40)

Calculating the derivative with respect to z, and eva-
luating in z = 1,

E [Ci]Q
(1)

i (1) = 1
(1−µ̃i)

2µ̃2
i

{(
− 1

2E
[
(L∗i )

2
]

+ 1
2E [L∗i ]

)
(1− µ̃i)(−µ̃i)(−E [L∗i ]) (1− µ̃i)(−µ̃i) µ̃i

−
(
− 1

2E
[
X̃2

i (t)
]
+ 1

2 µ̃i
)
(−µ̃i)(−E [L∗i ])

− (1− µ̃i)(−E [L∗i ])
(
− 1

2E
[
X̃2

i (t)
]
+ 1

2 µ̃i
)}

= 1
(1−µ̃i)

2µ̃2
i

{
− 1

2 µ̃2
i E
[
(L∗i )

2
]
+ 1

2 µ̃iE
[
(L∗i )

2
]

+ 1
2 µ̃2

i E [L∗i ]− µ̃3
i E [L∗i ]

+ µ̃iE [L∗i ]E
[
X̃2

i (t)
]
− 1

2E [L∗i ]E
[
X̃2

i (t)
]}

= 1
2µ̃i(1−µ̃i)

E
[
(L∗i )

2
]

−
1
2−µ̃i

(1−µ̃i)
2µ̃2

i
σ2

i E [L∗i ] .

It means that

Q (1)
i (1) =

1
µ̃i (1− µ̃i)

E
[
(L∗i )

2
]

2E [Ci]

−σ2
i

EL∗i
2E [Ci]

· 1−2µ̃i

(1− µ̃i)
2 µ̃2

i

.

Deriving again and evaluating in z = 1, it follows that

E [Ci]Q
(2)

i (1) = 1
µ̃3

i (1−µ̃i)
3

{
−(1− µ̃i)

2 µ̃2
i O(2)

1,i (1)

− µ̃i (1− µ̃i)(1−2µ̃i)O1,i(1)O
(2)
3,i (1)

−−µ̃2
i (1− µ̃i)

2 O1,i(1)P
(2)
i (1)

+ 2µ̃i [(1−2µ̃i)O1,i(1)− (1− µ̃i)]
(

O(1)
3,i (1)

)2

− 2(1− µ̃i)(1−2µ̃i)O1,i(1)O
(1)
3,i (1)

−−2µ̃3
i (1− µ̃i)

2 O(1)
1,i (1)

− 2(1−2µ̃i)O(1)
3,i (1)O

(1)
1,i (1)

−−2µ̃2
i (1− µ̃i)(1−2µ̃i)O1,i(1)O

(1)
1,i (1)

}
,

where O1,i (1) ,O
(1)
1,i (1) ,O

(1)
3,i (1),O

(2)
3,i (1),P

(2)
i (1) can

be obtained using direct operations.

Remark 1. To determine the second order mo-
ments for the queue lengths, it is necessary to cal-
culate the third derivative of the arrival processes for
each of the queues.

5 CONCLUDING REMARKS

This proposal about polling systems, that could be
adressed to polling stations, using the buffer occu-
pancy method allow to find analytical expressions for
the first and second moments of the queue lengths at
any time t > 0. The extension of these results to other
policies and the continuous case are object of future
work.
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APPENDIX A: GENERAL CASE
CALCULATIONS FOR THE PGF

Recall that (25) and (29) give the first and the se-
cond order partial derivatives, respectively. The first
moments equations for the expected queue lengths at

polling instants are obtained solving the system given
in Theorem 1. The second moment for queue Q1 at
polling instants is given by

f1 (1,1) =

(
µ̃1

1− µ̃2

)2

f2 (2,2)+2
µ̃1

1− µ̃2
f2 (2,1)

+ f2 (1,1)+ µ̃2
1

(
R(2)

2 + f2 (2)θ(2)2

)

+ P̃(2)
1

(
f2 (2)

1− µ̃2
+ r2

)
+2r2µ̃2 f2 (1) .

Similar argument allows to obtain the following
general expressions for Q1:

f1 (i, j) = 11i=1f2 (1,1)

+
[
(1−11i= j=3)11i+ j≤611i≤ j

µ j

1−µ̃2

+(1−11i= j=3)11i+ j≤611i> j
µi

1−µ̃2

+11i=1
µi

1−µ̃2

]
f2 (1,2)+11i, j 6=2

(
1

1−µ̃2

)2
µiµ jf2 (2,2)

+
[
11i, j 6=2θ̃(2)

2 µ̃iµ̃ j +11i, j 6=211i= j
P̃(2)

i
1−µ̃2

+11i, j 6=211i6= j
µ̃i µ̃ j

1−µ̃2

]
f2 (2)+

[
r2µ̃i +11i≥3F

(1)
i,2

]
f2 ( j)

+
[
r2µ̃ j +11 j≥3F

(1)
j,2

]
f2 (i)+

[
R(2)

2 +11i= jr2

]
µ̃iµ j

+11 j≥3F
(1)
j,2

[
11 j 6=iF

(1)
i,2 + r2µ̃i

]

+r2

[
11i= jP

(2)
i +11i≥3F

(1)
i,2 µ̃ j

]
+11i≥311 j=iF

(2)
i,2 .

(41)

In a similar manner, expressions for f2 (i, j), f3 (i, j)
and f4 (i, j) are obtained for i, j = 1,2,3,4. These expres-
sions give place to a linear system of equations whose
some of the solutions are

f1 (1,1) = b3, f2 (2,2) = η1,

f3 (3,3) = η2, f4 (4,4) = a38η2 +a39K29,

where

η1 =
b2

1−b1
, η2 =

b5
1−b4

,
N1 = a2K12 +a3K11 +K1, N2 = a12K2 +a13K5 +K15,

b1 = a1a11, b2 = a11N1 +N2,

b3 = a1

(
b2

1−b1

)
+N1, N3 = a29K39 +a30K38 +K28

N4 = a39K29 +a40K30 +K40, b4 = a28a38,

b5 = a28N4 +N3, b6 = a38

(
b5

1−b4

)
+N4.

Network of M/M/1 Cyclic Polling Systems

305



Extended Shortest Path Problem
Generalized Dijkstra-Moore and Bellman-Ford Algorithms

Maher Helaoui
Higher Institute of Business Administration, University of Gafsa, Rades, Tunisia

Maher.Helaoui@gmail.com

Keywords: Combinatorial Optimization, Valuation Structure, Extended Shortest Path Problem, Longest Path Problem,
Generalized Dijkstra-Moore Algorithm, Generalized Bellman-Ford Algorithm.

Abstract: The shortest path problem is one of the classic problems in graph theory. The problem is to provide a solution
algorithm returning the optimum route, taking into account a valuation function, between two nodes of a graph
G. It is known that the classic shortest path solution is proved if the set of valuation is R or a subset of R and
the combining operator is the classic sum (+). However, many combinatorial problems can be solved by using
shortest path solution but use a set of valuation not a subset of R and/or a combining operator not equal to
the classic sum (+). For this reason, relations between particular valuation structure as the semiring and diod
structures with graphs and their combinatorial properties have been presented. On the other hand, if the set of
valuation is R or a subset of R and the combining operator is the classic sum (+), a longest path between two
given nodes s and t in a weighted graph G is the same thing as a shortest path in a graph −G derived from G
by changing every weight to its negation.
In this paper, in order to give a general model that can be used for any valuation structure we propose to
model both the valuations of a graph G and the combining operator by a valuation structure S. We discuss
the equivalence between longest path and shortest path problem given a valuation structure S. And we present
a generalization of the shortest path algorithms according to the properties of the graph G and the valuation
structure S.

1 INTRODUCTION

The shortest path problem is one of the classic prob-
lems in graph theory. The problem is to provide a so-
lution algorithm returning the optimum route, taking
into account a valuation function, between two nodes
of a graph G.
In (Shimbel, 1955; Ford and Lester, 1956; Bellman,
1958; Sedgewick and Wayne, 2011) the classic short-
est path solution is proved if

• the set of valuation is R or a subset of R.

• the combining operator is the classic sum (+)

Many combinatorial problems like Fuzzy, Weighted,
Probabilistic and Valued Constraint Satisfaction Prob-
lem (Schiex et al., 1995; Cooper, 2003; Cooper,
2004; Allouche et al., 2009) use a set of valuation
E not subset of R and a combining operator ⊕ 6= +
for weighted, fuzzy, probabilistic . . . valuations. In
(Cooper, 2003), the shortest path algorithm has been
used to solve Fuzzy and Valued Constraint Satisfac-
tion Problem.
In (Erickson, 2010), author observes that the classical

maximum flow problem (Ford and Fulkerson, 1955;
Ford and Fulkerson, 1962) in any directed planar
graph G can be reformulated as a parametric short-
est path problem in the oriented dual graph G∗. In
(Cohen et al., 2004; Helaoui et al., 2013), a submod-
ular decompositions approach has been presented to
solve Valued Constraint Satisfaction Problem. This
solution use the maximum flow algorithm.
Dijkstra-Moore and Bellman-Ford Algorithms are the
most known algorithmic solutions for the shortest
path problem.

• Since 1971, the Dijkstra-Moore Algorithm has
been used if the set of valuation is R+ or a subset
of R+ and the combining operator is the classic
sum (+).

• The Bellman-Ford Algorithm is the result of
(Shimbel, 1955; Ford and Lester, 1956; Bellman,
1958) works. It is used if the set of valuation is R
or a subset of R and the combining operator is the
classic sum (+).

As many combinatorial problems can be solved by us-
ing shortest path solution but use a set of valuation
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not a subset of R and/or a combining operator not
equal to the classic sum (+), then in (Gondran and
Minoux, 2008), authors present new models and al-
gorithms discussing relations between particular val-
uation structure: the semiring and diod structures with
graphs and their combinatorial properties.
In (Sedgewick and Wayne, 2011), a longest path be-
tween two given nodes s and t in a weighted graph
G is the same thing as a shortest path in a graph −G
derived from G by changing every weight to its nega-
tion. Therefore, if shortest paths can be found in −G,
then longest paths can also be found in G. This result
remains true if we have a valued graph G by a valua-
tion structure S?
In this paper, we provide an answer to this question
by discussing equivalence between longest path and
shortest path problem given a valuation structure S.
We present a generalization of Dijkstra-Moore Algo-
rithm for a graph G with a S⊕ valuation structure. And
we present a generalization of Bellman-Ford Algo-
rithm with a more general valuation structure S.
We propose to model both the valuations of a graph G
and the combining operator by a valuation structure
S, in order to discuss the generalization of the short-
est path algorithms according to the properties of the
graph G and the valuation structure S:

• The valuation structure of G is S⊕.

• The graph G and the valuation structure S are ar-
bitrary.

The paper is organized as follows: the next Section
introduces definitions and notations needed in pre-
senting the generalization of the shortest path algo-
rithms. In Section 3 we study the extended Shortest
Path Notion and the equivalence between longest path
and shortest path problem. We propose a generalized
shortest path algorithms in Section 4. The paper is
concluded in Section 5.

2 DEFINITIONS AND
NOTATIONS

2.1 A Directed Digraph G

The peculiarity of the shortest path problem requires
to distinguish two directions between any two nodes.
In this case, the connection between two nodes x and
y can be defined by the directed connection between
an original node for example x and a destination node
y.

Definition 1. A directed digraph G = (ES,E~A) is de-
fined by a set of nodes ES and a set of directed edges

E~A, each edge (arc) is the connection between an
original node and a destination node.
If x and y are two nodes:

• the directed connection from x to y (denoted ~xy), if
it exists, is a directed connection (arc) of a graph
G.

• An arc ~xx: the directed connection from x to x is
known as a loop.

• A p-graph is a graph wherein there is never more
than p arcs ~xy between any two nodes.

• A Monograph is a graph wherein there is never
more than 1 arc ~xy between any two nodes and
there is never a loop.

2.2 A Valuation Structure

We assume that E the set of all possible valuations, is
a totally ordered set where ⊥ denotes its minimal ele-
ment and> its maximal element. In addition, we will
use a monotone binary operator ⊕. These elements
form a valuation structure defined as follows

Definition 2. A valuation structure S of a graph G is
the triplet S = (E,⊕,�) such as

• E is the set of possible valuations;
• � is a total order on E;
• ⊕ is commutative, associative and monotone.

We define below a fire and strictly monotone valua-
tion structure.

Definition 3. A valuation structure S is fire if for each
pair of valuations α,β ∈ E, such as α � β, there is a
maximum difference between β and α denoted β	α.
An aggregation operator⊕ is strictly monotonic if for
any α,β,γ in E such as α ≺ β and γ 6= >, we have
α⊕ γ≺ β⊕ γ.
A valuation structure S is strictly monotonic if it has
an aggregation operator strictly monotonic.

In the remainder of this paper, we use only fire and
strictly monotone valuation structures.
The fire and strictly monotone valuation structures
satisfy the following two Lemmas, that has been
proved in (Cooper, 2004), (Lemma 7 and Theorem
38).

Lemma 1. Let S = (E,⊕,�) a valuation structure
fire and strictly monotone. Then for all α,β,γ ∈ E
such as γ � β, we have (β 	 γ) � β and (α ⊕ γ) ⊕
(β 	 γ) = α ⊕ β.

Lemma 2. Let S = (E,⊕,�) a valuation structure
fire and strictly monotone. Then for all α,β,γ ∈ E
such as γ � β, we have (α ⊕ β)	 γ = α ⊕ (β 	 γ).
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Using both Lemmas (Lemma 1 and Lemma 2) pre-
sented above we can get Lemma 3:

Lemma 3. Let β ≺ α and γ ≺ α
α 	 β ≺ α 	 γ if and only if γ 	 α ≺ β 	 α.

Proof. (⇒ ) If we have α 	 β ≺ α 	 γ
then α 	 β ⊕ (β 	 α ⊕ γ 	 α) ≺ α 	 γ ⊕ (β 	
α ⊕ γ 	 α)
then γ 	 α ≺ β 	 α
(⇐ ) If we have γ 	 α ≺ β 	 α
then γ 	 α ⊕ (α 	 β ⊕ α 	 γ) ≺ β 	 α ⊕ (α 	
β ⊕ α 	 γ)
then α 	 β ≺ α 	 γ.

We define below a particular valuation structure,
widely used in practice, that we will note S⊕

Definition 4. A valuation structure S⊕ of a graph G
is the triplet S⊕ = (E⊕,⊕,�) such as:

• E⊕ is the set of possible valuations such as for all
α,β,λ ∈ E⊕ if α� β then α� β⊕λ;

• � is a total order on E;

• ⊕ is commutative, associative and monotone.

3 SHORTEST PATH NOTION

3.1 Extended Shortest Path Problem

In the beginning of this paragraph we formally define
the shortest path between two nodes x and y of a graph
G.
For this way, we start by defining the arc and path
valuations.

Definition 5. Let G = (ES,E~A) a valued directed
graph. In each arc ~xy we associate a valuation func-
tion ϕ : ES×ES→E such as ϕ(x,y) is the valuation of
~xy arc. A path between two nodes x and y is denoted
CH(x,y) from the node x to a node y.
For each path CH(x,y) we associate a valuation
Φ(CH(x,y)).

Φ(CH(x,y)) = [
⊕

~xix j∈CH(x,y)

ϕ(xi,x j)]

Now we can define the shortest path:

Definition 6. Let G = (ES,E~A) a valued directed
graph. The shortest path between x and y is the path
µ(x,y) started from a node x and finished at y such as:

Φ(µ(x,y)) = MinCH(x,y)[Φ(CH(x,y))]

3.2 Equivalent Problems of Shortest
Path Problem (SPP)

If we have to find the Longest Path, is it possible to
use the Shortest Path solution?
Finding the Longest Path is it equivalent to finding the
Shortest Path?
Theorem 1. Given a fire and strictly monotone valu-
ation structure S, finding the Longest Path Problem is
equivalent to finding the Shortest Path Problem.
Proof Theorem 1. (⇒) We start from a shortest path
problem. We replace each valuation (α 	 β) by the
valuation (β 	 α) and we prove that a shortest path
problem can be transformed in a longest path prob-
lem.
Let

Φ(µ(s, t)) = minΦ(CH(s, t))
Φ(µ(s, t)) = (α 	 β0) � Φ(CH1(s, t)) = (α 	 β1)

� . . . �
Φ(CHn(s, t)) = (α 	 βn)

If we replace each valuation (α 	 β) by the valuation
(β 	 α)
We get

Φ(µ(s, t)) = (β0 	 α) � Φ(CH1(s, t)) = (β1 	 α)
� . . . �

Φ(CHn(s, t)) = (βn 	 α)
then we get

Φ(µ(s, t)) = maxΦ(CH(s, t)) = Φ(L(s, t))
(⇐) Now we start from a longest path problem. We
replace each valuation (α 	 β) by the valuation (β 	
α) and we prove that a longest path problem can be
transformed in a shortest path problem.
Let

Φ(L(s, t)) = maxΦ(CH(s, t))
Φ(L(s, t)) = (α 	 β0) � Φ(CH1(s, t)) = (α 	 β1)

� . . . �
Φ(CHn(s, t)) = (α 	 βn)

If we replace each valuation (α 	 β) by the valuation
(β 	 α)
We get by Lemma 3

Φ(L(s, t)) = (β0 	 α) � Φ(CH1(s, t)) = (β1 	 α)
� . . . �

Φ(CHn(s, t)) = (βn 	 α)
Then we get

Φ(L(s, t)) = minΦ(CH(s, t)) = Φ(µ(s, t))

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

308



Example 1. In February 2017, a large multinational
X in Porto wishes to invest the sum of 3.000.000 e
in a new project Π. To do this, each year X has d in-
vestment choices. One study allowed him to estimate
the certainty of acceptable profitability (probabilities)
according to the various decisions taken. In order to
maximize the certainty of an acceptable overall yield
of Π, X wishes to find the longest path in the mono-
graph G1, such that, S1 = (]0,1[,×,≤).

b d

c e
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0.5
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Figure 1: A directed monograph G1.

By Theorem 1 and in order to maximize the cer-
tainty probabilities of an acceptable overall yield of
Π, X can find the shortest path in the monograph
G2 minimize the uncertainty probabilities. Such that
S2 = S1. For each valuation α in G1 we associate a
valuation β in G2 such that β = 	 α = 1 −α
α ⊕ β = α × (1 −α)⇒ S1 and S2 are different
from the semiring or diod structures.
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Figure 2: A directed monograph G2.

3.3 Optimality Notion

The dynamic programming repose on the fundamen-
tal principle of optimality:
Given a directed graph G, a sub-path of a shortest path
µ ∈ G is a shortest path in Gs a sub-graph of G.

Theorem 2. Let:

• A directed graph G = (ES,E~A),
• A valuation function of G ϕ : ES×ES→ E with a

fire and strictly monotone valuation structure S,
• a shortest path µ(x1,xk) from x1 ∈ ES to xk ∈ ES

µ(x1,xk) = x1→ x2→ . . .→ xk = x1
∗
→ xk,

• A sub-path CH(xi,x j) of µ(x1,xk) from xi to x j:

CH(xi,x j) = xi→ . . .→ x j such as xi
∗
→ x j

1.

Then CH(xi,x j) = µ(xi,x j) is the shortest path from

xi
∗
→ x j.

Proof Theorem 2. We proceed by absurd reasoning.
Assume that:

1. µ(x1,xk) is a shortest path
2. CH(xi,x j) is a sub path of µ(x1,xk)

3. It ∃ CH’(xi,x j) of G such as Φ(CH’(xi,x j)) ≺
Φ(CH(xi,x j)).

We proceed to get a contradiction.
Decompose µ(x1,xk) in CH(x1,xi), CH(xi,x j) and
CH(x j,xk)
then
Φ(µ(x1,xk)) = Φ(CH(x1,xi)) ⊕ Φ(CH(xi,x j)) ⊕
Φ(CH(x j,xk)).
As it ∃ CH’(xi,x j) such as Φ(CH’(xi,x j)) ≺
Φ(CH(xi,x j)) and given that ⊕ is strictly monotone
then
Φ(µ(x1,xk)) � Φ(CH(x1,xi)) ⊕ Φ(CH’(xi,x j)) ⊕
Φ(CH(x j,xk)), which is a contradiction by the
fact that the path µ(x1,xk) is a shortest path then
CH(xi,x j) = µ(xi,x j).

4 GENERALIZATION OF
DIJKSTRA-MOORE AND
BELLMAN-FORD
ALGORITHMS

4.1 Common Functions

The generalized Dijkstra-Moore and Bellman-Ford
algorithms presented in this paper use

1. Algorithm 1 is an initialization marker algorithm
of all nodes of G that we will denote
INITMARK(G,s);

2. Algorithm 2 is an initialization finding shortest
path algorithm that we will denote
INITSPP(G,s);

1
– xi is an immediate predecessor or a non immediate of x j (it

exists a path from xi to x j).
– xi is an immediate successor or a non immediate of x1 or xi = x1

– x j is an immediate predecessor or a non immediate of xk or
x j = xk
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3. The updating shortest path Algorithm, denoted
UPDATESPP(xi,x j,ϕ).
Updating the shortest path between two nodes xi
and x j consists in updating the valuation of one
of the arcs ~xix j:

(a) The valuation spv[x j] of the shortest path until
x j;

(b) The predecessor of x j predspp[x j] in the short-
est path until x j.

Algorithm 1: InitMark(G,s):Mark.

for (xi = s NbrSommetsG) do
Mark[xi] ← 0;

Mark[s] ← 2;

Algorithm 2: InitSpp(G,s):spv,predspp.

for (xi = s NbrSommetsG) do
spv[xi] ← >;
predspp[xi] ← 0;

spv[s] ← α0;

The updating process is based on the Theorem 2
where each sub-path of the shortest path is a shortest
path in the sub-graph involving this sub-path.
The UpdateSpp(xi,x j,ϕ) function update the shortest
path from one origin node to all other one if a shortest
path is detected.

Algorithm 3: UpdateSpp(xi,x j,ϕ):spv,predspp.

if (spv[x j] � spv[xi] ⊕ ϕ[xi][x j]) then
spv[x j] ← spv[xi] ⊕ ϕ[xi][x j];
predspp[x j] ← xi;

In the DIJKSTRA-MOORE Algorithm 4, each arc
is updated exactly one way. In BELLMAN-FORD Al-
gorithm, each arc can be updated many way.

4.2 Generalization of the
Dijkstra-Moore Algorithm

If the arcs valuation, is in R, can model for example

• A distance (kilometers)

• A cost (e)

In this case, the classic Dijkstra-Moore Algorithm can
be used.
In this paper, we present a generalization of Dijkstra-
Moore Algorithm 4 for a graph G with a S⊕ valuation
structure.

Let G a valued directed graph given a valuation struc-
ture S⊕. We denote by s the origin node of G and xi
the destination node. For each node xi of G, the Al-
gorithm 4 associate

• The valuation spv[x j] for the shortest sub-path un-
til xi;

• The predecessor of xi predspp[xi] in the shortest
sub-path until xi.

• The marker of xi denoted Mark[xi] verifying if the
distance from s to xi has been updated.

Principe of the Algorithm:
1. initialization:

For the node s

• Mark[s] ← 2
• predspp[s] ← 0
• spv[s] ← α0

for all other nodes xi

• Mark[xi] ← 0
• predspp[xi] ← 0
• spv[xi] ←>

2. Let X = the set of non marked nodes;
Do
• For each non marked node i successor of y
– UpdateSpp(y, i,ϕ)
• Mark the node y if spv[y] = minx∈X pcc[x].

While X 6= /0

b d

c e
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a f
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λ      β  
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λ   β 
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λ      λ 
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β 

Figure 3: A directed monograph G.

Example 2. Let the directed monograph G presented
by Figure 3. And let a valuation structure S⊕ (can be
6= to the semiring or diod structures) such that

• {α, β, λ, γ, >} ⊂ E⊕

• α ≺ β ≺ λ
• β = α ⊕ α
• λ = α ⊕ β
• if γ � λ ⊕ λ ⊕ λ ⊕ β then γ = >
1. We apply the principle of Generalized Dijkstra al-

gorithm on G: Figure 4
2. We present an algorithmic solution: Algorithm 4.
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Figure 4: Applying Generalized-Dijkstra-Moore on G.

Algorithm 4: Generalized-Dijkstra-Moore(G,ϕ,s, t):
spv,predspp.

InitMark(G,s);
InitSpp(G,s);
recent← s;
t ← f ;
while (Mark[t] = 0) do

j ← 0;
while (succ[recent][ j]) do

if (Mark[ j] = 0) then
UpdateSpp(recent, j,ϕ);

j ← j+1;

y ← min(spv);
Mark[y] ← 2;
recent ← y;

Theorem 3. Given a directed monograph G with n
nodes and a valuation structure S⊕, the shortest path
from one started node to all others can be done in
O(n2).

Proof Theorem 3. Given a directed monograph G
with n nodes and a valuation structure S⊕, and re-
ferred to Theorem 2, the shortest path from one
started node to all others can be done by applying
Algorithm 4 to G. And the Algorithm 4 run in O(n2).

4.3 Generalization of Bellman-Ford
Algorithm

Given a fire and strictly monotone valuation structure
S we can model as example earnings and bounded
costs!
Unfortunately, as nodes may be marked only once,
the DIJKSTRA-MOORE algorithm does not guarantee
the optimal solution if we consider the valuation
structure not a subset of S⊕ (For example the bounded
negative arcs). In fact, once the node is marked we
cannot change the marking in subsequent iterations.
Fortunately, we can present an algorithm that ensures
marking update until the program is not determined:
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Figure 5: A directed monograph G
′
.

a generalization of the BELLMAN-FORD Algorithm
can be used for a fire and strictly monotone valuation
structure S.

Theorem 4. Given a fire and strictly monotone
valuation structure S, the final values of the shortest
paths are obtained by at most n−1 iterations.

Proof Theorem 4. In the absence of absorbing cir-
cuitry, a shortest path from s to all other nodes is an
element path, that is to say a path of at most n− 1
arcs. By consulting the predecessors of all nodes Al-
gorithm 5 must obtain the final values of the shortest
paths by at most n−1 iterations.

Corollary 1. If after n iterations, the values spv[i]
continue to be modified, is that the graph has an
absorbent circuitry.

Based on the results of Theorem 4 and Corollary 1 we
can introduce the principle of the BELLMAN-FORD
generalization algorithm.

Principle of the BELLMAN-FORD generalization
algorithm:
1. InitSpp(G,s)

2. Do
UpdateSpp(i, j,ϕ)
While there is an edge to decrease spv[i].

Algorithm 5 presents an algorithmic solution for the
generalized BELLMAN-FORD algorithm.

Example 3. Let the directed monograph G
′

given by
Figure 5. And let a valuation structure S (can be 6= to
the semiring or diod structures) such that

• {α, β, λ, γ, >} ⊂ E
• α ≺ β ≺ λ
• β = α ⊕ α
• λ = α ⊕ β
• if γ � λ ⊕ λ ⊕ λ ⊕ β then γ = >

1. Present an algorithmic solution: Algorithm 5.

Algorithm 5: Generalized-Bellman-Ford(G,ϕ,s):
spv,predspp.

InitSpp(G,s);
k← 0;
t ← 1;
while (t ou k > NSommetG −1) do

t ← 0;
for (i de 1 NSommetG) do

j ← 0;
while (predspp[i][ j]) do

UpdateSpp( j, i,ϕ);
if (spv[i] � spv[ j] ⊕ ϕ[ j][i]) then

t← 1;

j ← j+1;

k← k+1;

Theorem 5. Given a directed monograph G with n
nodes and a fire and strictly valuation structure S, the
shortest path from one started node to all others can
be done in O(n3).

Proof Theorem 5. Given a directed monograph G
with n nodes and a fire and strictly valuation structure
S, and referred to Theorem 2, Theorem 4 and Corol-
lary 1, the shortest path from one started node to all
others can be done by applying Algorithm 5 to G. And
the Algorithm 5 run in O(n3).

5 CONCLUSION

This paper addressed combinatorial problems that
can be expressed as shortest path solution but use a
set of valuation not a subset of R and/or a combining
operator not equal to the classic sum (+).
Firstly, we have modeled the valuations of a graph G
by using a general valuation structure S.
Secondly, given a general valuation structure S, we
have discussed the equivalence between longest path
and shortest path problem.
And finally, we have discussed the generalization
of the shortest path algorithms according to the
properties of the graph G and the valuation structure
S:

1. The valuation structure of G is S⊕.

2. The graph G and the valuation structure S are ar-
bitrary.
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Abstract: The article presents an implementation attempt of the DMAIC method used in the Six Sigma concept for the 
improvement of production processes connected with maintenance. Thanks to the tools included therein 
(process map, FMEA, SIPOC chart) we were able to define the: problem, i.e. which types of breakdowns 
cause the most machine stoppage; precise structure of the failure removal process and its needs, owners, 
resources, client-supplier relationships in particular sub-processes; source causes for overly long stoppages. 
Learning the process and the causes of malfunctions allowed us to develop improvement procedures aimed 
at minimising the fault removal times. The procedures developed have been implemented in the company 
alongside a control plan, which will ensure supervision and their efficient functioning in the future. 

1 INTRODUCTION 

1.1 Maintenance 

Processes connected with maintaining technical 
resources used in production in good condition are 
some of the key elements which affect the efficiency 
of production processes, which directly influences 
the company’s competitiveness on the market 
(Żurakowski, 2004). Thanks to an efficient machine 
park, a production company can supply its goods to 
the customers in required quantity, quality and 
within  the agreed deadlines; it becomes a reliable 
and trustworthy partner for its clients. A key element 
to the production process is the availability of 
machinery and equipment. Availability (operational 
time) of machines and equipment which take part in 
the production process is limited by several 
elements, which can be classified into two main 
groups: stoppages caused external factors and 
stoppages caused by internal factors. External 
factors do not depend on the technical condition of 
the machinery or the way it is operated. These 
factors include stoppages caused by e.g. media 
supply shortages (water, electricity, 
communication), but also weather conditions which 
make operation impossible (temperature in the 
production hall). Internal stoppage factors depend on 
the way the machines are operated and their 

technical condition. These include stoppages caused 
by breakdowns, inspections and renovation works, 
but it is also the time needed for refitting or 
calibration of the machines, launching them after a 
stoppage, introducing improvements, training new 
employees, etc. An example division is presented in 
Figure 1. 

 

Figure 1: Factors affecting machine unavailability (based 
on Zasadzień and Midor 2015). 

From the availability period we can also 
distinguish the unused time (the period when the 
machine is not working despite being operational), 
which depends on planning, production quantity and 
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organisation. It is not considered as either external or 
internal factor, as the machine is available for work 
at the time. 

The occurrence of a breakdown of a machine 
involved in the production process can cause delays, 
endanger its operators or the natural environment; it 
increases the risk of crossing delivery deadlines or 
decrease in product quality. The probability of 
stoppages caused by breakdowns can be minimised 
by introducing advanced maintenance strategies, 
which include preventive maintenance based on 
inspections and preventive renovation, or predictive 
maintenance, based on monitoring the technical 
condition (condition based maintenance) (Legutko, 
2009). Even the most technically and 
organisationally advanced preventive measures 
cannot reduce the probability of a breakdown to an 
absolute zero. 

A breakdown is a sudden and mostly unforeseen 
occurrence, which is why the process of its removal 
is very complex; it is necessary to act in a rush and 
reorganise working schedules. It consists of 
administrative, organisational and technical 
activities. Reducing the breakdown removal time, 
and therefore reducing the downtime of the machine 
directly affects the efficiency indicators of the 
production process. It is, therefore, important to 
skilfully direct the main and auxiliary processes 
connected with the company’s activity in order to 
efficiently use the working time, materials, machines 
and equipment (Mikler, 2005). The maintenance 
department often operates based on no precisely 
defined schedule and its priorities are set on the fly, 
usually with not enough human and technical 
resources available, which is why the skills of 
managing working time and using it efficiently are 
especially important here (Midor, Szczęśniak and 
Zasadzień, 2010; Mączyński and Nahirny, 2012). 

Stoppage caused by a breakdown can consist of 
active and passive time, as presented in Figure 2. 

The length of the downtime period caused by a 
breakdown can be composed of elements whose 
duration depends on the organisation and 
management of the maintenance department 
(administrative delay, waiting for personnel and 
spare parts), i.e. the so-called support capability, as 
well as on ease of maintenance, i.e. the ease with 
which a given machine can be brought back to an 
operational condition. Ease of maintenance depends 
primarily on the qualifications and competence of 
employees, the machine’s structure, its technical 
condition and location. Shortening the downtime 
caused by a breakdown consists in, for the most part, 

shortening the passive and/or active time of the 
breakdown removal process. 

 

Figure 2: Time in the defect removal process (based on 
Mikler, 2005). 

1.2 DMAIC 

Strategies for improving production processes have 
been described in literature many times (Sahno and 
Shavtshenko, 2014; Soković et al., 2009). Currently, 
we have at our disposal such methods and concepts 
of quality management as: PFMEA, TQM, Six 
Sigma and others (Tague, 2005; Andrássyová, 
2013). Apart from those, many less complex tools, 
such as the Pareto chart, Ishikawa diagram or 5 
WHYs (Midor, 2014) are also used with much 
success. 

One of the elements of streamlining the 
production process can be the DMAIC (Define - 
Measure - Analyse - Improve - Control) method, 
rooted in the automotive industry and successfully 
utilised in process improvement in accordance with 
the Six Sigma assumptions (Krzemień and Wolniak, 
2007; Wojraszak and Biały, 2013). Six Sigma is a 
complex and flexible system for achieving, 
sustaining and maximising business achievements. It 
is characterised by the understanding of customers’ 
needs and organised use of facts, data and statistical 
analysis results, and is based on management, 
streamlining and constantly creating new, ever better 
solutions with reference to all the processes taking 
place in the company. Furthermore, it is aimed at 
minimising the costs of bad quality while 
simultaneously increasing customer satisfaction 
(Truscott, 2003)). The method is used to eliminate 
the causes of defects, losses they incur and any 
problems related to quality in the aspects of 
production, services and management. To solve 
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these problems, the method employs quality tools 
and statistical techniques (Eckes, 2000).  

When implementing the DMAIC method, a 
number of auxiliary quality improvement tools and 
methods are used. The improvement cycle using the 
DMAIC method consists of the following elements 
(Dreachslin and Lee, 2007; Bargerstock and 
Richards, 2015): 
 Define. In this stage a team is created which 

will be responsible for the implementation of 
the method. The defining phase must identify 
the following elements: determining the 
problem (description of the problem, time of 
occurrence), scope of the project (elements of 
the process the team will work on), aim of the 
project (a tangible goal to achieve and sustain 
in the future). 

 Measure. During the measurement stage 
parameters and places of measurement should 
be defined, i.e. the points of process quality 
and its costs along with a precise reflection of 
the actual state. Conducting measurements 
successfully requires a statistical outlook on 
the particular production processes and 
problems related to them. The measurement 
stage employs methods such as: descriptive 
statistics, summary charts, the SIPOC method 
and the process map. 

 Analyse. During this stage of the 
methodology, by analysing the particular 
parameters of the process, the team will be 
able to determine the causes of the problem, 
which will then need to be eliminated or 
fixed. The results obtained during the 
measurement stage are used in order to 
investigate the correlation between causes of 
defects and process variability sources. In 
order to identify the causes of process 
variability, which are a significant factor in 
defect creation, the PFMEA analysis, the 
Pareto - Lorenz chart and the Ishikawa 
diagram are often used. 

 Improve. Improvement can otherwise be 
understood as engagement in the course of 
the production process, i.e. reduction of the 
defect rate. It consists in searching for and 
evaluating potential causes of process 
variability and investigating their 
correlations. Learning the multi-factor 
relations allows for achieving the desired 
results. 

 Control. The control stage takes place after 
finishing the new process implementation 
phase. The fundamental goal of Six Sigma is 

the constant observation of the improvements 
introduced to maintain a desired level of 
quality. In this phase of the DMAIC the 
measurement system and potential 
verification process are repeated to confirm 
the improvement of the process. Afterwards, 
measures are taken to appoint control over 
the streamlined processes; usually a so-called 
control plan is created. 

As we can infer from the above description, 
based on the concepts of Six Sigma and Lean, the 
DMAIC method used in management systems relies 
on the principle of constant improvement and PDCA 
formulated by E. Deming (Deming, 2000) and 
required by the ISO 9001 series standards. A 
comparison of both concepts has been presented in 
the literature in many forms (George et al., 2005; 
Soković et al., 2010) (fig. 3). 

 

Figure 3: PDCA vs DMAIC. 

The DMAIC methodology is used for improving 
production processes, successfully contributing to 
the reduction of the number of non-compliant 
products and reducing production costs. The author 
of this elaboration decided to introduce this method 
to processes auxiliary to the production process, i.e. 
to the maintenance process. The maintenance 
process, as every other process, has its inputs, 
outputs, clients, suppliers and can be described using 
indicators, similar to the production process. The 
case presented pertains to the breakdown removal 
process. 

2 DMAIC IMPLEMENTATION 

2.1 Define 

In the company which is the subject of this study the 
key machines are the extruders producing HDPE 
(high-density polyethylene) pipes. Due to that fact, a 
total of 154 breakdowns of these machines were 
analysed in the period of 32 months. This allowed us 
to identify those components whose breakdowns 
caused the longest stoppages, as presented in Table 
1. 

As can be seen in the above table (Tab. 1), the 
breakdown that caused the longest downtime was 
the damaged connector of extruder head heater. In 
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the examined period of time the downtime due to 
this failure lasted more than 130 hours (7 
breakdowns of this  type), and the average time of 
downtime was 18 hours, therefore, it was decided 
that the problem should be subjected to analysis. The 
aim was to reduce the total duration of downtime 
caused by this failure by reducing the average 
downtime duration and the number of breakdowns. 

Table 1: Extruder component stoppages analysed. 

Failure 

Average 
downtime 
duration 

[h] 

Total 
downtime 
duration 

[h] 
Damaged heater supply 
connector 

18.69 130.83 

Incorrect caterpillar track 
haul-off 

14.19 103.49 

Pipe surface corrugation 10.19 71.31 
Leak of oil from 
transmission gear 

9.50 37.99 

Crown brush failure 17.80 35.59 
Error on controller display 22.83 2.83 
No heating 0.98 20.64 
Fuse blown 0.48 20.30 
Destroyed basket for 
granulated product 

18.60 18.60 

No granules haul 1.61 12.88 
Failure of ozone exhaust 0.42 7.48 
Damaged frequency 
invertor 

7.34 7.34 

Leak of mass from the 
head 

1.08 4.32 

Leak in heat exchanger 3.81 3.81 
No cooling 0.16 2.28 
Saw failure 0.22 1.55 
Printer failure 0.50 1.00 
Clogged head sieve 0.44 0.88 
Calibrator failure 0.24 0.72 
Vacuum pump 0.21 0.21 
Damaged air duct 0.03 0.03 
Extractor failure 0.01 0.02 
Drive system failure 0.02 0.02 

2.2 Measure 

Based on the information obtained from the 
production and maintenance employees, a map for 
the process of identifying and removing failures of 
the extruder head heater connector was created. The 
process map has been presented in Fig. 4. 

 

Figure 4: Failure removal process map. 

2.3 Analyse 

Based on the information collected in the process of 
identifying all the process steps and creating a 
process map, a modified PFMEA matrix was 
developed to identify potential causes and effects of 
delays during the process of removing a failure of 
extruder head heater and estimate their importance 
for the process. For the needs of the case study, a 
scale from 1 to 4 was adopted, where 1 means a 
positive situation and 4 – a negative one (Table 2). 
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Table 2: PFMEA matrix. 
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1. 

Failure 
detected too 
late 

Connector 
burnt during 
work 

4 

Line 
stoppage. 

3 

Observat
ion of the 
product 
by the 
operator 

4 48 

Possibility 
of further 
defects 

1 

Observat
ion of the 
product 
by the 
operator 

4 16 

Failure 
occurs after 
extruder 
refitting 

Connector 
damaged in 
the process of 
refitting 

3 
Line 
stoppage 

3 None 4 36 

3. 

Too long 
time of 
recording the 
failure in the 
system 

Insufficient 
knowledge of 
the IT system 

1 
FM is not 
aware of 
the failure 

3 

Training 
of a 
newly 
employe
d worker

2 6 

FM does not 
know the 
failure 
details 

Inaccurate 
description of 
failure 

3 

FM 
employee 
does not 
have the 
sufficient 
equipment 

4 None 4 48 

4. 
Incorrect 
diagnostics 

Having 
identified the 
cause of the 
failure, the 
employee 
does not 
control the 
remaining 
elements of 
the system 

4 

Long 
duration of 
failure 
removal 

2 None 4 32 

5. 

Long waiting 
time for the 
parts 

Lack of parts 
in the 
warehouse  

4 
Prolonged 
failure 
removal 

1 None 4 16 

Long 
searching for 
parts in the 
warehouse  

3 
Prolonged 
failure 
removal 

2 None 4 24 

Long 
duration of 
damaged 
elements 
replacement 

Waiting for 
the head 
temperature 
to go down 

4 
Prolonged 
failure 
removal 

4 None 4 64 

The analysis conducted by means of the PFMEA 
tool revealed which of the analysed causes of the 
problems was the most important for the process of 
failure removal. Table 3 contains the analysis 
synthetic results. 

For further works aimed at improving the 
process, problems whose IOE was at least 40, i.e. 
three most important items: waiting for the head 
temperature to go down, connector burnt during 
work – line stoppage and inaccurate description of 
the failure were selected. 

 
 
 

Table 3: PFMEA analysis results. 

Cause IOE 
Waiting for the head temperature to go down 64 
Connector burnt during work – line stoppage 48 
Inaccurate description of failure 48 
Connector damaged in the process of refitting 36 
Incorrect diagnostics 32 
Long searching for parts in the warehouse 24 
Connector burnt during work – possibility of 
further defects 

16 

Lack of parts in the warehouse 16 
Too long waiting for the failure to be recorded 
in the system 

6 

2.4 Improve 

At the further stage of analysis, improvement actions 
for all the important problems were proposed. Their 
synthetic summary has been given in Table 4. 

Table 4: Improvement actions. 

Cause IO
E

 

Improvement 
actions 

Benefits I O E IO
E

 

Waiting for 
the head 
temperature 
to go down 

64

Introducing a 
system of 
doubled 
heads. A 
spare head is 
waiting at the 
quick 
replacement 
station.  

No need to 
wait for the 
head to cool 
down. 
Replacement 
of the head 
for a cold one 
enables an 
immediate 
failure 
removal.  

4 2 2 16

Connector 
burnt 
during 
work – line 
stoppage 

48

Installing a 
system of 
product 
surface 
monitoring 
with software 
for image 
analysis.  

No need for 
the operator 
to observe 
the pipe 
surface. 
Automatic 
alarm 
initiation in 
case of 
surface 
defects.  

4 2 2 16

Inaccurate 
description 
of failure 

48

Introducing a 
uniform base 
for failure 
reporting in 
the IT system 
and training 
of machine 
operators in 
failure 
identification.  

FM 
employees 
receive 
reliable and 
precise 
information 
enabling their 
faster 
preparation 
for work.  

3 1 2 6 
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The introduced improvement actions allowed a 
considerable reduction of IOE values for the 
analysed problems.  

An estimation of the costs involved in the 
improvement actions has revealed that the cheapest 
solution is improving the process of failure 
reporting, as the enterprise has a possibility of 
modifying the IT system. Introducing a spare head at 
the extruder workstation required constructing and 
making trolleys for fast head replacements. Since the 
company manufactures its products on a mass scale, 
the expensive heads are stored in the company’s 
warehouses. The most costly improvement action is 
introducing a system for product surface quality 
monitoring. It has been decided that such a system 
will be implemented in the places where operators 
have a hindered access, i.e. where observation of the 
process is difficult.  

2.5 Control 

After implementing the actions planned, the values 
of duration of downtimes due to failures of heaters 
in extruder heads are monitored on a regular basis 
and their causes analysed according to the schedule 
contained in Table 5. 

Table 5: Process monitoring. 

Element of 
control 

Duration of 
downtimes due 

to heater 
connectors’ 

failures 

Elements of 
downtime 
duration 

Control limit 
Downtime 
duration <10 h 

None 

Frequency of 
control 

1/half year 1/half year 

Control system 
Records in IT 
system 

Failure removal 
reports 

Control method Figures Charts 

Response plan 
Meeting with 
production 
managers 

Meetings with 
FM shift leaders 

Person in charge FM manager FM manager 

At the last stage of creating a control plan, 
standardization (Table 6) was taken into 
consideration, aimed at maintaining the standards 
which the process of failure removal improvement is 
based on. 

 
 
 
 

Table 6: Standardization. 

Person in charge Undertaken actions 

Quality engineer 
Instructions on head replacement 
using a fast exchange trolley 

Quality engineer 
Instructions for pipe surface 
control 

Production 
manager 

Operators’ training in product 
surface observation 

Quality engineer Failure reporting instructions 

FM manager 
Training for operators in failure 
reporting and diagnostics 

Training actions are undertaken in the event new 
workers are employed and any important changes 
have been made in the instructions and procedures. 

3 CONCLUSIONS 

The aim of the undertaken actions has been 
achieved. The duration of downtimes caused by 
failures of extruder head heater connectors was 
reduced. The period of results verification lasted 8 
months. During that time there were two such 
failures and downtime duration decreased from 18 to 
9 hours. This process will be further monitored.  

DMAIC is a long-term method and despite being 
very extended and time-consuming, it guarantees 
proper identification of problems and their effects 
for the maintenance process. It ensures developing 
and implementing effective improvement actions 
and, what is most important, it guarantees that the 
implemented actions will be continued in the future.  

The described case study has proved that it is 
possible to effectively use quality engineering 
methods and tools for maintenance process 
improvement. This allows increasing the availability 
of machines as well as shortening the duration of 
downtimes and failure removal. 
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Abstract: Multicriteria resource allocation models have been reported in the literature to support decision makers in 
selecting options/projects/programmes. These models are particularly important in public contexts in which 
resources are limited and there is an increasing demand for transparency and accountability in spending. 
Despite the potential of these models to promote an effective use of scarce resources, there is little organized 
and integrated research on how to structure them. In this paper we propose a framework with techniques and 
tools to support the structuring of multicriteria resource allocation models, so that these models have a 
potential to assist organizations in evaluating and selecting audit and control actions; and we provide 
illustrative examples on to apply these techniques and tools in the context of the Comptroller General of the 
Union, the Ministry of the Brazilian federal government responsible for helping the Brazilian president 
regarding the treasury, federal public assets application and the government's transparency policies. 

1 INTRODUCTION 

Brazil is a large country that has in place 
governmental programs that reach all its territory, and 
in which the public spending of federal funds is 
audited by the Ministry of Transparency, Supervision 
and Comptroller General of the Union (CGU). 
Similar to public auditing organizations in other 
countries, the activities of the CGU integrate actions 
of corruption prevention, fraud deterrence, public 
accounting, comptroller, ombudsman activities and 
increased transparency in management. In a time in 
which the country is going through a severe economic 
crisis, CGU has a key role in promoting transparency 
and accountability in public spending. 

Since resources are scarce, CGU public managers 
must choose the set of projects to be executed with 
the available budget, considering costs and expected 
returns. This is a resource allocation situation well 
recognized in literature and, in this context, the use of 
multicriteria decision analysis concepts and tools can 
become useful and necessary. 

Several multicriteria models for resource 
allocation have been reported in literature to support 
decision-makers in managing portfolios, taking into 
account of costs, benefits and risks (Liesiö et al., 

2007; Phillips and Bana e Costa, 2007; Lourenço et 
al., 2012; Oliveira et al., 2012). However, there is 
little indication in the decision sciences and 
operational research literature on how to structure 
such type of problems in an integrated and organized 
manner (Montibeller et al., 2009). Proper structuring 
is required for building models that can effectively 
assist decision-makers. 

This paper aims to fill this gap by proposing a 
framework to structure multicriteria resource 
allocation models (MRAM) in the context of auditing 
organizations. Specifically, the framework defines 
procedures and methods that can help to structure 
MRAM with a potential to improve the internal 
processes of organizations that have budget 
constraints and perform audit and inspection actions, 
such as in the CGU. The remainder of the paper is 
structured as follows. The next section outlines 
broadly the multicriteria resource allocation problem 
and key approaches set out in the literature to address 
those problems. Then we suggest a set of techniques 
and tools for the structuring MRAM and provide 
examples of its application for the auditing context. 
The paper ends with discussion of some relevant 
issues and directions for future research. 
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2 THE (CLASSICAL) RESOURCE 
ALLOCATION PROBLEM 

2.1 General Definition 

The multicriteria resource allocation problem is 
characterized by the selection of attractive projects 
(portfolio) to be financed under the presence of a 
limited budget and of other relevant constraints. So, 
the prioritization and/or selection of options aims at 
generating portfolios of projects – which entail 
multiple benefits, costs and uncertainties – that offer 
the best overall value for a given budget. Clearly, the 
analyses of portfolios will depend on how the 
organization’s decision-makers values distinct 
project benefits and risks, as well as on the costs 
required by those projects and by context constraints. 
As these benefits are usually multi-dimensional (e.g., 
losses recovery, strategic fit, social responsibility, 
safety etc.), this is a multicriteria problem. 

The multicriteria resource allocation literature 
suggests two main modelling approaches that can 
inform the prioritization and/or the selection of 
projects and that can be used by the CGU: the 
optimization approach (Bana e Costa and Soares, 
2004; Liesiö et al., 2007; Lourenço et al., 2012; 
Oliveira et al., 2012) and the  prioritization approach 
(Bana e Costa et al., 2006; Phillips and Bana e Costa, 
2007), which we now briefly describe. 

2.2 The OPTIMIZATION Approach 

Following Oliveira et al. (2012), the performance ݔ 
of each project ݆ in the benefit criterion ݅ can be 
measured by a level in the respective descriptor, with 
partial value 	ݒ(ݔ). Under an additive structure 
(which requires the respect for mutual independence 
conditions), the value of the overall benefit ݒ	of the 
project ݆, with ݇ represent the weight assigned to 
criterion ݅, can be determined as: 

,ଵݔ൫ݒ … , ൯ݔ =݇.
ୀଵ  ൯ݔ൫ݒ

	݇ = 1	and	݇ > 0		(݅ = 1,… , ݊)
ୀଵ  

(1) 

Considering each project ݆ has ݒ > 0	and cost ܿ, ܤ is the total of available resources, and as ݈ = 1, if 
the project ݆ is included in the best portfolio and ݎ݁ݖ 
otherwise, we have: ݉ܽ݁ݖ݅݉݅ݔ: ݒ ݈

ୀଵ  (2)

ݐ݆ܾܿ݁ݑݏ :ݐ  ܿ ݈
ୀଵ ≤  ,ܤ

݈ ∈ ሼ0,1ሽ,					݆ = 1,… ,݉. (3)

The best project portfolio will be found by solving 
this optimization problem. Additional constraints can 
be considered.  

2.3 The PRIORITIZATION Approach 

Following Bana e Costa et al. (2006), the 
prioritization approach can be applied in six steps, in 
which the first three steps are similar to the 
optimization approach but also necessary: 1. List the 
projects; 2. Use a multicriteria value model, as 
Equation (1), for instance, to determine the added 
expected benefit ݒ, if the project ݆ is financed; 3. 
Define the cost ܿ  of each project, equal to the amount 
of financial support funding; 4. Calculate the benefit-
to-cost ratio (ݎ = /ݒ ܿ) of each project; 5. Rank the 
projects from the highest to the lowest benefit-to-cost 
ratio; and 6. Go down the list, choosing projects until 
the available budget is depleted. 

A variant of this prioritization approach is found 
in Phillips and Bana e Costa (2007), that use the 
Equity, a software for portfolio analysis, which 
enables a classification of projects within an 
organizational structure logic. Specifically, the funds 
can be spent on different levels in various 
organizational units or functions, called areas. In each 
of the areas ܭ, the options are evaluated based on 
criteria of benefits and risks ܬ, resulting in ܭ ×  ܬ
scales. For a given criteria ݆ is assigned a within  
criteria weight ݓ. The total value of each option ݅	and the benefit-cost ratios are: 

ܸ = ܿ ∑ ݓ .()ݓ. ∑ݒ ∑ .	ݓ ݓ  (4)

ݎ = ܸܥ (5)

The options are ranked from highest to lowest 
ratio ݎ. The Equity structure can also be used within 
an optimization approach, although requiring a more 
sophisticated optimization model. 

Several decision support tools assist the 
implementation of both approaches, being that the 
case of PROBE - Portfolio Robustness Evaluation 
(Lourenço et al., 2012), RPM - Robust Portfolio 
Modelling (Liesiö et al., 2007, 2008; Vilkkumaa et 
al., 2014) and the resource allocation module of M-
MACBETH (Bana e Costa et al., 2012; Hummel et 
al., 2017). 
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2.4 Auditing Context 

Both the prioritization and optimization modelling 
approaches can be useful for assisting decision-
making processes of auditing organizations, as 
directly or indirectly shown by distinct studies: 
Bradbury and Rouse (2002) point out that the audit 
risk assessment is an essential part of the audit 
planning process. As the authors explain, numerical 
risk scores for each audit unit, together with 
materiality, can be used as the basis for the audit 
resource allocation. In turn, some studies have 
presented models to allocate internal auditing time 
and others auditing resources to projects (Krüger and 
Hattingh, 2006; Mohamed, 2015), using the 
optimization approach. 

Prior to the use of these models, one needs to 
structure the multicriteria resource allocation model. 
I.e., to build such a model it is necessary to get all the 
information pertaining on models, which means 
defining the organizational areas, audit units, project 
options, costs, measurement criteria of benefits, risks, 
synergies and interdependencies between projects 
and other necessary factors (Friend and Hickling, 
2005; Keeney, 1992; Montibeller et al., 2009), as well 
as to understand who should participate in model 
construction and whom the model is expected to 
assist. Such structuring will show whether an 
optimization or a prioritization approaches should be 
used, and whether these approaches need further 
development (note this is not the focus of this article). 

3 STRUCTURING RESOURCE 
ALLOCATION DECISION 
MODELS 

We herein propose a framework with techniques and 
tools to help defining and structuring MRAM to assist 
auditing organizations. Departing from the work 
presented by Belton and Stewart (2002), the proposed 
framework, shown in Figure 1, is able to generate 
background information to build MRAM. Note that 
applying the propose framework will require the use 
of technical tools and concepts, as well to involve 
decision-makers into participatory processes (for 
instance, to build a multicriteria value model), i.e., the 
adoption of a socio-technical process (Phillips and 
Bana e Costa, 2007). In this article, we focus on the 
techniques, rather than on the social process.  

Each stage of the framework must generate 
relevant information to building the model in a 
structured way. The choice of which tools to use 

depends on the context of the problem being 
addressed, on which tools best fit the organizational 
culture, and on the user's familiarity with those tools. 

 

Figure 1: Framework to assist the structuring resource 
allocation models. 

3.1 Problem Identification 

The first step is to identify the type of decision 
problem and understand the different perceptions of 
the actors relevant for the decision. Auditing 
organizations commonly need to choose the control 
actions to be performed by audit teams, taking into 
account the audit risks and available resources. Is this 
a prioritization problem? Is this a ranking problem? Is 
this about project selection with budget constraints? 
Or, moreover, does project selection involve possible 
conflicts of interest? The identification of the decision 
problem type is a key factor for MRAM. 

In this step we suggest the use of structuring tools 
for problem definition, such as those cited by Franco 
and Montibeller (2011): cognitive mapping, dialog 
mapping, Soft Systems Methodology (SSM), group 
model building. 

As explained by Eden (2004), a cognitive map is 
a graphical representation of thoughts in a network 
shape containing nodes and arrows whose direction 
implies causality. It is a powerful tool to capture 
different aspects of the problem to be addressed and 
is helpful to clarify people’s ideas and perceptions. 

Another tool is Dialog Mapping that seeks to build 
common understanding for wicked problems, which 
are ill structured and complex and can lead to 
different views and solutions depending on different 
stakeholders’ perceptions. A diagram or map is 
shown in a shared display with use of a conversational 
grammar called IBIS, Issue Based Information 
System, that represents the moves in a conversation 
as questions, ideas (possible answers to the question), 
and arguments (pros and cons to the ideas) (Conklin, 
2006).  

Soft systems methodology (SSM) is an approach 
for dealing with problematical  messy situations.  Its  
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Figure 2: Mapping key concerns for developing an inspection program cycle with a means-ends objectives network. 

use is recommended when divergent views on the 
problem definition exist. It is an action-oriented 
process of investigation in which users learn their 
way from finding out about the situation and what can 
be done to improve it (Checkland and Poulter, 2010). 

In turn, a Group Model Building is a data analysis 
method from a group of decision makers. The 
dynamic patterns and relationships between key 
factors discussed by the group are portrayed to talk 
and analyse, resulting in new insights and possible 
new strategies or scenarios (Richardson and 
Andersen, 1995). 

In addition, Friend and Hickling (2005) have 
presented the Strategic Choice Approach (SCA) that 
is useful to support the creation and definition of the 
problem in uncertain contexts. 

Following Keeney's (1992) guidelines, one can 
also frame a decision situation by structuring the 
strategic, fundamental and mean objectives through 
means-ends relationships. Giving an example on 
auditing context, CGU performing an inspection 
program in states and municipalities, in order to 
assess the expenses incurred by these entities 
involving federal funds. The scope and entities to be 
inspected are chosen based on indicators divided into 
four dimensions: Control, Transparency, Economic 
and Social Development and Materiality. 

Figure 2 illustrates the means-ends network for 
the CGU problem described. The main objective of 
an inspection cycle is to define the control actions 
(projects) that will be performed, within the available 
resources, which means defining auditing scope, 
auditees and measure expected returns/impacts. The 
map highlights key issues of the decision problem, 
namely the value system organized in a means-ends 

network. In fact, visual tools are useful to define and 
clarify the problem may be relevant in this step.  

Once the problem is defined, as Franco and 
Montibeller (2011) well emphasized, it is necessary 
identify which aspects or particular decisional 
element of the decision problem will be evaluated in 
the model to be built. However, before that, we need 
to identify the key actors involved in the process. 

3.2 Stakeholders Identification 

The next step seeks to identify the key stakeholders 
and analyse their power and influence on the decision 
context. Bryson (2004) presents an array of 
techniques useful for stakeholders’ identification and 
analysis and which grouped into four categories, 
which should be used in this step: organizing 
participation; creating ideas for strategic 
interventions; building a winning coalition around 
proposal development, review and adoption; and 
implementing, monitoring and evaluating strategic 
interventions. The author highlights five stakeholder 
identification and analysis techniques to helping 
organize participation: a process for choosing 
stakeholder analysis participants; the basic 
stakeholder analysis technique; power versus interest 
grids; stakeholder influence diagrams; and the 
participation planning matrix. He lists six additional 
techniques to creating ideas for strategic 
interventions: bases of power and directions of 
interest diagrams; finding the common good and the 
structure of a winning argument; tapping individual 
stakeholder interests to pursue the common good; 
stakeholder-issue interrelationship diagrams; 
problem-frame stakeholder maps; and ethical 
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analysis grids. The author also considers three 
techniques for proposal development review and 
adoption: stakeholder support versus opposition 
grids, stakeholder role plays and policy attractiveness 
versus stakeholder capability grids. And, finally, 
presents policy implementation strategy development 
grid for the last category. 

From these techniques, we can highlight  grouping 
the stakeholders in the matrix power/interest, 
proposed by Mendelow (1981), in which is possible 
to perceive how communication and relationships 
between stakeholders can affect the model structure 
and its implementation. Figure 3, for instance, helps 
to understand differences in power and influence of 
key stakeholders in the CGU inspection program. 

 

Figure 3: Power-interest matrix applied to an inspection 
action. 

Ferretti (2016) shows that, under the existence of 
a plurality point of views, one needs to understand 
these differences, which requires the framework steps 
that follow. 

3.3 Goals and Values Identification 

Once the problem and the stakeholders are identified, 
one needs to have an understanding of the goals and 
values of the stakeholder(s). We can underline the 
concept of decision framing presented by Keeney 
(1992) which points out that values are used for 
evaluation and should reflect the decision-makers 
objectives. He highlights that there are two distinct 
types of objectives, the fundamental objectives and 
the mean objectives. While the former features an 
essential reason for the interest in the decision 
situation, the mean objectives are just a way to 
achieve them. As the author also emphasizes, 
structure objectives give the basis for any use of 
quantitative modelling and the fundamental 
objectives hierarchy can indicate the set of objectives 
over which attributes should be defined.  

A structuring tool widely used in decision analysis 
is the value tree, which displays the family of key-
concerns in a tree form and offers a useful visual 
overview of the main objectives in different levels of 

increasing specification (Bana e Costa, 2001; Bana e 
Costa et al., 2004). In Figure 4 we present a value tree 
with the fundamental objectives to be attained with an 
inspection action. For instance, the “Management 
Continual Improvement” objective is concerned with 
the assessment of the inspection program's objective 
component in terms of efficiency and technical 
quality as well as the agreement on the entities and 
the areas to be audited.  

 

Figure 4: Value tree for an inspection action built with M-
MACBETH. 

At this stage, it is also important to look for the 
alternative’s costs and identify the measurement 
criteria of alternative performances (expected 
benefits). One can make use of the framework for 
structuring options and areas and criteria presented in 
Montibeller et al. (2009). The authors propose two 
approaches to structuring criteria, based on Keeney’s 
concepts: Alternative-focused thinking (AFT), which 
criteria are defined from the characteristics that 
distinguish options and Value-focused thinking 
(VFT), where the evaluation criteria should reflect the 
organization’s values and strategic objectives.  

3.4 Alternatives Identification 

The identification of decision alternatives, which in 
auditing context means the identification of audit 
projects that will be evaluated, is an important step in 
the structuring process and can be performed through 
different techniques / tools. 

In organizations segregated by pre-defined areas, 
where the initial set of project options is relatively 
stable, it can be used the AFT above described, in 
which, after problem definition, the projects are 
identified and, then, the values (criteria) to consider 
in the evaluation are specified. In turn, on the VFT, 
organizational values and goals are initially set. The 
options are then created thinking on how to achieve 
these goals (Keeney, 1992). 

Another useful tool presented by Howard (1988) 
is the strategy-generation table. It shows how a total 
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strategy can be specified by combination of options 
under several dimensions, called strategy themes.  

In turn, one may apply analysis of interconnected 
decision areas (AIDA) technique, present in Strategic 
Choice Approach (Friend and Hickling, 2005), that 
allows visualization of the compatibilities and 
incompatibilities of options within a problem focus.  

One can still make use of cognitive map to 
explore/identify decision alternatives (Eden, 2004). 
Montibeller and Belton (2006) proposed the causal 
map, which can also be used to identify and agree to 
a set of potential strategic options. As the authors 
highlight, a causal map is a network of inter-linked 
concepts (ideas) which tries to represent the discourse 
of a person through means-ends structure, whereby 
decision options are means of achieving the decision-
makers’ goals. 

In the CGU inspection case, since the projects to 
be evaluated depend on the definition of the federal 
state to be inspected and the audit scope, we can map 
the set of options surrounding the inspection program 
to gain a better understanding of the issues, their 
interrelations and perceived implications to the model 
to be built. 

3.5 Uncertainties Identification 

An analysis of which uncertainties are key for the 
evaluation of options and for the allocation of 
resources is required. To exemplify, uncertainties 
may be related with the budget, with the measurement 
of options performance and with the 
importance/weight of objectives. 

Vilkkumaa et al. (2014) make a Bayesian 
modelling of uncertainties, to be considered in the 
selection of project portfolios. There is still another 
classification in Strategic Choice Approach to 
identify the uncertainties relating to the working 
environment, related to the guiding values and related 
to the choices in related agendas (Friend and 
Hickling, 2005). Thus, different uncertainty types 
may require different analysed with the prioritization 
and/or optimization modelling approaches. 

In the auditing context, as highlighted by Krüger 
and Hattingh (2006, p.62), we can mention that “risk 
is seen as a measure of uncertainty and is linked to 
the possible loss in an audit area — uncertainty in 
achievement of business objectives. The possible loss 
in an audit area will depend on specific 
characteristics and these characteristics are termed 
audit risk factors. Examples of well known and 
frequently used risk factors include complexity of 
operations, financial implications, recent changes, 

time since last audit, etc.” – these issues should be 
discussed for each context and have naturally an 
impact on the MRAM to be developed. 

In the CGU example, a relevant audit risk factor 
to be considered in the model may be related to the 
uncertainty in estimate the project (control actions) 
values to be included in the inspection program 
portfolio. 

3.6 Constraints Identification 

It is also necessary to identify constraints that may be 
relevant for the allocation of scarce resources to 
competing projects. For instance, there may be 
resources/budget restrictions, synergies between 
projects or interdependencies between projects. 

At this stage, in a brainstorm session/focus group, 
one can use VFT to elicit the main constraints 
involved in the decision problem by equations 
(Keeney, 1992). AIDA can also help with Option 
Bars that bring the incompatibilities that can be 
translated into equations to be added to the value 
model used (Friend and Hickling, 2005). 

In the CGU case, it is important to consider the 
following constraints: 
Budgetary. Identify financial cost of each control 
action and prioritize projects within the available 
budget, so as to be accounted for in equation (3).  
Logistical. The distribution of teams available for 
each control action needs to be accounted for (e.g., 
equipment, vehicles, and special displacements). 
Whereas ℎ the amount of resources ݇ consumed by 
the project ݆ and ܪ the total available resources ݇. It 
has been: ℎ ݈ ≤ ܪ

ୀଵ  (6)

Context. Projects of entities identified as 
vulnerable should be positively discriminated. Be the 
corresponding ݒ	project to the federal entity identified 
as vulnerable, one should have: ݈௩ = 1 (7)

3.7 Interactions between the Stages 

To complete the structuring process, one cannot apply 
the framework without considering the joint analysis 
of different framework stages, as these are key to 
select and/or develop MRAM. Table 1 summarises 
techniques and tools included in the proposed 
framework. The diagonal includes techniques and 
tools previously described, and the remainder cells 
provide tools that can assist more complex analyses.  
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Table 1: Selection of techniques and tools that can assist structuring (crossing framework stages). 
 

Stakeholders Goals and Values Alternatives Uncertainties Constraints 

Stakeholders  

Stakeholder Power-
interest Grid 
Stakeholder Visualization 
Influence Map 

Negotiation Analysis  
Drama Theory 

Conflict 
Dissolution 
Drama Theory   

  

Goals and 
Values  

Negotiation Analysis 
Drama Theory 

Value Tree 
Decision framing 
Fundamental Objectives 
Hierarchy 

Value Tree 
Causal Map and 
MCDA 

DSS PROBE 
RPM 

 

Alternatives  
Conflict Dissolution 
Drama Theory  

Value Tree 
Causal Map and 
Multicriteria Decision 
Analysis (MCDA) 

Cognitive Map 
SCA 
AFT, VFT 
Strategy Table  

 AIDA in SCA 
RPM 

Uncertainties   
DSS PROBE 
RPM 

 
Bayesian modelling  
SCA 
Risk Factor Analysis 

 

Constraints    
AIDA in SCA 
RPM 

 

Brainstorm 
Focus group 
VFT 
AIDA in SCA 

For instance, different stakeholders (single, 
multiple, group) can lead to different goals and values 
and can generate different sets of alternatives and 
criteria. 

In this situation, it may be useful to apply conflicts 
dissolution modelling techniques to have an 
understanding for possible win-win solutions, which 
are often used for evaluation models but can be 
adapted to the structuring context. (Bana e Costa et 
al., 2001; Edwards et al., 2007)  

As implications for resource allocation models, 
we can cite: 
 Multiply stakeholders: Preparation of a 

cognitive map to every stakeholder, analysis of 
common and divergent characteristics. 
Conducting focus group/brainstorming sessions 
for the preparation of an aggregated map (Ferretti, 
2016). The use of bargain negotiation/drama 
theory (Edwards et al., 2007; Rosenhead and 
Mingers, 2001) can be useful. 

 Group of stakeholders: The necessity for using 
techniques conflict dissolution in brainstorming 
session/focus group (Bana e Costa, 2001; Bana e 
Costa et al., 2001; Salo, 1995). 
Regarding uncertainties, it may be related to the 

objectives and values, since the weights of the criteria 
might influence the project consequences - in this 
case robustness analysis and impact measurement can 
be used. 

Thus, the result to be presented will be determined 
by the whole process and possibly different MRAM 
may emerge. Therefore, the modelling approaches 
presented in Section 2 may need to be enhanced and 
developed for the context. 

4 DISCUSSION 

This paper combined decision making techniques and 
tools to support the structuring of multicriteria 
resource allocation models for the auditing context, in 
an attempt to aid stakeholders involved in the auditing 
decisions and which are pressured and charged for 
transparency and accountability in public spending.  

The application of the framework requires 
thinking about which decision-makers and 
stakeholders should be directly involved in each 
framework stage, together with a 
facilitator/consultant, an analyst, an recorder and/or 
others necessary roles in the process (Richardson and 
Andersen, 1995). This is necessary so that decision-
makers will have confidence in MRAM results.  

For future research, it is relevant: to extend the 
concepts and techniques to be used in the distinct 
framework stages; to systematically apply the 
framework for well-defined decisions at CGU and in 
other real-world auditing contexts; and, to measure 
the added value of using the framework.  
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Abstract: In this paper, we consider a linear bilevel programming problem where both the leader and the follower
maximize their profits subject to budget constraints. Additionally, we impose a Hamiltonian cycle topology
constraint in the leader problem. In particular, models of this type can be motivated by telecommunication
companies when dealing with traffic network flows from one server to another one within a ring topology
framework. We transform the bilevel programming problem into an equivalent single level optimization prob-
lem that we further linearize in order to derive mixed integer linear programming (MILP) formulations. This
is achieved by replacing the follower problem with the equivalent Karush Kuhn Tucker conditions and with
a linearization approach to deal with the complementarity constraints. The topology constraint is handled by
the means of two compact formulations and an exponential onefrom the classic traveling salesman problem.
Thus, we compute optimal solutions and upper bounds with linear programs. One of the compact models
allows to solve instances with up to 250 nodes to optimality.Finally, we propose an iterative procedure that
allows to compute optimal solutions in remarkably less computational effort when compared to the compact
models.

1 INTRODUCTION

Bilevel programming is a two level hierarchical opti-
mization framework where the upper level problem is
referred to as the leader whilst the lower level problem
is referred to as the follower problem. In a bilevel pro-
gramming problem (BPP), we aim to find an optimal
point such that the leader and the follower maximize
(or minimize) their respective objective functions sub-
ject to linking constraints. Applications concerning
BPPs arise in agriculture, economic systems, finance,
engineering, banking, transportation, network design,
management and planning to name a few. For a more
general description of BPP applications and algorith-
mic approaches to solve these problems see for in-
stance (Dempe, 2003; Floudas and Pardalos, 2001;
Migdalas et al., 1997; Thirwani and Arora, 1998; Vi-
cente et al., 1994; Wang et al., 1994).

In this paper, we consider a linear bilevel pro-
gramming problem (LBPP) where both the leader and
the follower maximize their profits subject to bud-

get constraints. Additionally, we impose a Hamilto-
nian cycle topology constraint in the leader problem.
In particular, models of this type can be motivated
by telecommunication companies when dealing with
traffic network flows from one server to another one
within a ring topology framework. As an example,
consider the problem of flow traffic management in
a backbone wireless token ring network where users
connect to any node and pass their messages trough
the ring in order to reach another user which is also
connected to a node in the ring (Lee et al., 2001; Song
and Yang, 1997). In these types of networks, the traf-
fic flows can be significantly large which might re-
quire more than one network operator to deal with the
flow problem.

We transform the LBPP into an equivalent sin-
gle level optimization problem that we further lin-
earize in order to derive mixed integer linear pro-
gramming (MILP) formulations. This is achieved
by replacing the follower problem with the equiva-
lent Karush Kuhn Tucker (KKT) conditions and with
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the linearization approach proposed in (Audet et al.,
1997) to deal with the complementarity slackness
conditions. The topology constraint is handled by the
means of two compact polynomial formulations and
an exponential one from the classic traveling sales-
man problem (TSP) (Gavish and Graves, 1978; Letch-
ford et al., 2013; Miller et al., 1960). Thus, we
compute optimal solutions and upper bounds with the
MILP and linear programming (LP) relaxations, re-
spectively.

Our contribution in this paper is not theoretical,
but mainly focussed on computational numerical re-
sults on a novel problem in the domain of bilevel pro-
graming. As far as we know, LBPPs including Hamil-
tonian cycle topology constraints have not been con-
sidered in the literature so far. We compare numeri-
cally the exponential model with the two compact for-
mulations for randomly generated instances. For this
purpose, first we solve the exponential model by gen-
erating all cycle elimination constraints and then, by
using an iterative algorithmic procedure which con-
sists of adding violated cycle elimination constraints
within each iteration until no cycle is found in the cur-
rent solution. Finally, we further propose a relaxed
version of the iterative algorithm and compute tight
upper bounds as well. Our main numerical result is
to show that solving the exponential model with the
iterative procedure is by far more convenient than us-
ing the compact formulations which are more theoret-
ical based approaches. In fact, we solve to optimal-
ity instances with up to 250 nodes so far, in less than
70 seconds in average compared to the higher CPU
times required by the compact formulations. It has
been proved that BPPs are strongly NP-hard even for
the simplest case in which all the involved functions
are affine. See for instance (Migdalas et al., 1997;
Scholtes, 2004). The reader is referred to the books
(Dempe, 2002; Migdalas et al., 1997) for a more gen-
eral understanding on bilevel programming.

The remaining of the paper is organized as fol-
lows. In section 2, first we present and explain the
LBPP problem. Then, we discuss three equivalent
MILP models while using the exponential and the
two compact formulations. Subsequently, in sec-
tion 3, we present the alternative iterative procedures
which allow to obtain optimal solutions and tight up-
per bounds using the exponential model. Afterwards,
in section 4 we compare all the proposed models and
the iterative procedures with the optimal solution of
the problem. Finally, in section 5 we give the main
conclusions of the paper and provide some insight for
future research.

2 LINEAR BILEVEL AND MILP
MODELS

In this section, we present and explain the LBPP. In
particular, we use an exponential number of sub-tour
elimination constraints (SECs) to characterize the
Hamiltonian cycle condition in the leader problem.
Subsequently, we use two additional compact mod-
eling approaches from the traveling salesman prob-
lem (Gavish and Graves, 1978; Letchford et al., 2013;
Miller et al., 1960) and obtain equivalent MILP mod-
els. LetG(V,E) denote a complete graph with set of
nodesV and set of directed arcsE. Our LBPP can be
formulated as follows

BP1 : max
{ f ,g,x}

{
∑

i j∈E
Ci j fi j + ∑

i j∈E
Di j gi j

}
(1)

s.t. ∑
j :i j∈E

Ai j fi j + ∑
j :i j∈E

Bi j gi j ≤ c,∀i ∈V (2)

fi j +gi j ≤ Mxi j ,∀i j ∈ E (3)

∑
j :i j∈E

xi j = 1,∀i ∈V (4)

∑
j : ji∈E

x ji = 1,∀i ∈V (5)

∑
i j∈E(S)

xi j ≤ |S|−1,∀S⊂V (6)

xi j ∈ {0,1}, fi j ≥ 0,∀i j ∈ E (7)

g∈ argmax
{g}

{
∑

i j∈E
Hi j gi j + ∑

i j∈E
Pi j fi j

}
(8)

∑
j :i j∈E

Qi j fi j + ∑
j :i j∈E

Ri j gi j ≤ r,

∀i ∈V (9)

gi j ≥ 0,∀i j ∈ E (10)

In BP1, the input symmetric matrices
{C,D,A,B,H,P,Q,R} ∈ M|V|×|V|(R+) and the
scalars{c, r} ∈ R+, respectively. Constraints (1)-(7)
correspond to the leader problem whereas constraints
(8)-(10) represent the follower problem. Without loss
of generality, we assume that the setV represents
servers to visit whereas the setE represents traffic
links by which the network flow service should be
carried out from one server to another. Thus, the bi-
nary decision variablexi j = 1 if and only if the leader
company decides to use the link(i, j) and xi j = 0
otherwise,∀i j ∈ E. Similarly, the decision variables
fi j ,gi j ≥ 0 represent the amount of network flow to
transport fromi to j for the leader and follower prob-
lems, respectively. The objective functions maximize
the profits for both the leader and the follower and
are given in (1) and (8), respectively. Whereas the
constraints (2) and (9) represent the costs structure
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associated to each one of them. Constraints (7) and
(10) are domain constraints for the decision variables.
The constraints (3)-(6) characterize the Hamiltonian
cycle condition imposed in the leader problem. In
particular, the constraint (3) implies that whenever
the variablexi j = 0, then the variablesfi j andgi j must
be equal to zero∀i j ∈ E. For this purpose, we use a
large positive BigM value denoted byM. Constraints
(4)-(5) enforce the condition that each node should
be connected to two nodes in the circuit. Finally,
constraint (6) represents SECs∀S⊂ V. Notice that
we do not include SECs forS≡ V in order to allow
obtaining feasible solutions, i.e., Hamiltonian cycles.

An equivalent MILP model can be straightfor-
wardly obtained by replacing the follower problem
with the equivalent KKT conditions and by using
the linearization approach proposed in (Audet et al.,
1997) to deal with the complementarity slackness
conditions (Audet et al., 1997; Dempe, 2003). This
leads to the following equivalent MILP model

MIP1 : max
{ f ,g,x,λ,µ,θ,ν}

{
∑

i j∈E

Ci j fi j + ∑
i j∈E

Di j gi j

}

s.t. ∑
j :i j∈E

Ai j fi j + ∑
j :i j∈E

Bi j gi j ≤ c,∀i ∈V

fi j +gi j ≤ Mxi j ,∀i j ∈ E

∑
j :i j∈E

xi j = 1,∀i ∈V

∑
j : ji∈E

x ji = 1,∀i ∈V

∑
i j∈E(S)

xi j ≤ |S|−1,∀S⊂V (11)

xi j ∈ {0,1}, fi j ≥ 0,∀i j ∈ E

Hi j −λiRi j +µi j = 0,∀i j ∈ E (12)

∑
j :i j∈E

Qi j fi j + ∑
j :i j∈E

Ri j gi j ≤ r,∀i ∈V (13)

r − ∑
j :i j∈E

Qi j fi j − ∑
j :i j∈E

Ri j gi j +νiL ≤ L,

∀i ∈V (14)

λi ≤ νiL,∀i ∈V (15)

µi j +θi j L ≤ L,∀i j ∈ E (16)

gi j ≤ θi j L,∀i j ∈ E (17)

gi j ,µi j ≥ 0∀i j ∈ E,λi ≥ 0∀i ∈V (18)

νi ∈ {0,1}∀i ∈V,θi j ∈ {0,1}∀i j ∈ E (19)

where the constraints (12) are due to the derivatives
obtained with the Lagrangian function of the follower
problem and with respect to the variablesgi j ,∀i j ∈ E.
The non-negative variablesλi , ∀i ∈V andµi j , ∀i j ∈ E
are dual variables for the constraints (9) and (10), re-
spectively. The constraints (13)-(15) enforce the con-
dition that either

(
r −∑ j :i j∈E Qi j fi j −∑ j :i j∈E Ri j gi j

)

or λi should be equal to zero∀i ∈V. This is handled
with the binary variableνi ∀i ∈ V and with the large
positive valueL. Similarly, the constraints (16)-(17)
enforce the condition that eitherµi j or gi j should be
equal to zero for alli j ∈ E. This is handled with the
variablesθi j ∈ {0,1}∀i j ∈ E. Finally, (18)-(19) are
domain constraints for the decision variables.

As it can be observed, the number of SECs in
MIP1 is exponential. To overcome this difficulty, we
further consider the following MILP model which
uses a well known characterization of the feasible
space of the traveling salesman problem (Letchford
et al., 2013; Miller et al., 1960)

MIP2 : max
{ f ,g,x,u,λ,µ,θ,ν}

{
∑

i j∈E

Ci j fi j + ∑
i j∈E

Di j gi j

}

s.t. ∑
j :i j∈E

Ai j fi j + ∑
j :i j∈E

Bi j gi j ≤ c,∀i ∈V

fi j +gi j ≤ Mxi j ,∀i j ∈ E

∑
j :i j∈E

xi j = 1,∀i ∈V

∑
j : ji∈E

x ji = 1,∀i ∈V

u1 = 1 (20)

2≤ ui ≤ |V|,∀i ∈V,(i 6= 1) (21)

ui −u j +1≤ (|V|−1)(1− xi j ),

∀i j ∈ E,(i 6= 1),( j 6= 1) (22)

u j ∈ Z+,∀ j ∈V (23)

xi j ∈ {0,1}, fi j ≥ 0,∀i j ∈ E

Hi j −λiRi j +µi j = 0,∀i j ∈ E

∑
j :i j∈E

Qi j fi j + ∑
j :i j∈E

Ri j gi j ≤ r,∀i ∈V

r − ∑
j :i j∈E

Qi j fi j − ∑
j :i j∈E

Ri j gi j +νiL ≤ L,∀i ∈V

λi ≤ νiL,∀i ∈V

µi j +θi j L ≤ L,∀i j ∈ E

gi j ≤ θi j L,∀i j ∈ E

gi j ,µi j ≥ 0∀i j ∈ E,λi ≥ 0∀i ∈V

νi ∈ {0,1}∀i ∈V,θi j ∈ {0,1}∀i j ∈ E

where the constraints (22) ensure that, if the sales-
man travels fromi to j, then the nodesi and j are ar-
ranged sequentially. These constraints together with
(20)-(21) and (23) ensure that each node is in a unique
position. A third formulation can be obtained by us-
ing the classic single commodity flow formulation for
the TSP (Gavish and Graves, 1978; Letchford et al.,
2013). For this purpose, we assume that the salesman
carries|V|−1 units of a commodity when he leaves
node 1, and delivers 1 unit of this commodity to each
node. We can define additional continuous variables
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wi, j ≥ 0,∀i j ∈ E representing the amount of the com-
modity (if any) routed directly from nodei to nodej.
The new MILP formulation is

MIP3 : max
{ f ,g,x,w,λ,µ,θ,ν}

{
∑

i j∈E

Ci j fi j + ∑
i j∈E

Di j gi j

}

s.t. ∑
j :i j∈E

Ai j fi j + ∑
j :i j∈E

Bi j gi j ≤ c,∀i ∈V

fi j +gi j ≤ Mxi j ,∀i j ∈ E

∑
j :i j∈E

xi j = 1,∀i ∈V

∑
j : ji∈E

x ji = 1,∀i ∈V

∑
j : ji∈E

wji − ∑
j>1:i j∈E

wi j = 1,

∀i ∈ {2, . . . , |V|} (24)

0≤ wi j ≤ (|V|−1)xi j ,∀i j ∈ E (25)

xi j , fi j ≥ 0∀i j ∈ E

Hi j −λiRi j +µi j = 0,∀i j ∈ E

∑
j :i j∈E

Qi j fi j + ∑
j :i j∈E

Ri j gi j ≤ r,∀i ∈V

r − ∑
j :i j∈E

Qi j fi j − ∑
j :i j∈E

Ri j gi j +νiL ≤ L,∀i ∈V

λi ≤ νiL,∀i ∈V

µi j +θi j L ≤ L,∀i j ∈ E

gi j ≤ θi j L,∀i j ∈ E

gi j ,µi j ≥ 0∀i j ∈ E,λi ≥ 0∀i ∈V

νi ∈ {0,1}∀i ∈V,θi j ∈ {0,1}∀i j ∈ E

The constraints (24) ensure that one unit of the com-
modity is delivered to each node while the bounds in
(25) ensure that the commodity can flow only along
arcs in the solution. Hereafter, we denote byLP1, LP2
andLP3 the LP relaxations ofMIP1, MIP2 andMIP3,
respectively.

In the next section, we present an alternative iter-
ative algorithmic procedure that allows to obtain op-
timal solutions and tight upper bounds forMIP1.

3 ITERATIVE PROCEDURE FOR
GENERATING SECS

The procedure to generate SECs can be easily adapted
using Algorithms 4.1 and 4.2 from (Adasme et al.,
2015) toMIP1. The main idea can be described as
follows. If we remove constraints (11) fromMIP1 and
solve the resulting integer linear programming prob-
lem, then the underlying optimal solution induces a
graphG̃ that may contain a cycle with at least two
nodes. In this case, it can be detected by a depth-first

search procedure (Cormen et al., 2009). In this pa-
per, we adapt the procedure 4.1 from (Adasme et al.,
2015) to find cycles in directed graphs with at least 2
and up to|V|−1 nodes. In particular, if the cardinality
of a subset of nodes found with Algorithm 4.1 induc-
ing a cycle equals|V|, we do not generate the SEC,
otherwise Hamiltonian cycles would be infeasible for
the problem.

Algorithm 3.1: Iterative procedure to compute upper
bounds forMIP1.

Data: A problem instance ofMIP1.
Result: An upper bound with solution

( f ,g,xR,λ,µ,θ,ν) for MIP1 with objective
function valuezb.

Step 0: Setk= 1;
Let MIP1k be the problem obtained fromMIP1 by

removing the constraints (11) at iterationk;
Solve the MILP relaxation of problemMIP1k and let
( f k,gk,xk

R,λ
k,µk,θk,νk) be its optimal solution of

valuezk at iterationk;
Let z0 = inf;
Step 1: while |zk−1−zk|> ε do

Construct the graph̃G= (V, Ẽ) with the rounded
solution( f̃ k, g̃k, x̃k

R, λ̃
k, µ̃k, θ̃k, ν̃k) obtained

from ( f k,gk,xk
R,λ

k,µk,θk,νk);
C = searchCycles(G̃,V);
foreach cycle∈ C do

Add the corresponding constraint (11) to
MIP1k ;

Setk= k+1;
Solve the MILP relaxation of problemMIP1k

and let( f k,gk,xk
R,λ

k,µk,θk,νk) be its optimal
solution of valuezk at iterationk;

return the solution( f k,gk,xk
R,λ

k,µk,θk,νk,zk);

Algorithm 4.1 is used iteratively by Algorithm
4.2 in (Adasme et al., 2015) that we adapt to solve
MIP1. The procedures in Algorithms 4.1 and 4.2 can
be straightforwardly explained in more detail as fol-
lows. First, we remove constraints (11) fromMIP1
and solve the resulting integer optimization problem.
Consider the underlying optimal solution graphG̃ =
(V, Ẽ) whereV is the set of nodes and̃E is the set
of arcs such that̃E ⊆ E. If G̃ contains a cycle with
two or up to |V| − 1 nodes, then Algorithm 4.1 de-
tects it. A subset of nodes inducing a cycle defines a
new constraint (11) which cuts off this cycle from the
solution space. ProblemMIP1 is re-optimized taking
into account the new added constraints. This itera-
tive process goes on until the underlying current op-
timal solution ofMIP1 has no more cycles. Since the
number of cycles is finite, so is the number of con-
straints (11) that can be added toMIP1. Notice that
the number of SECs of type (11) that can be added to
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MIP1 is at mostO(2|V|). Consequently, Algorithm 4.2
adapted to solveMIP1, converges to the optimal solu-
tion of the problem in at mostO(2|V|) outer iterations.
The proof can be directly deduced from Theorem 2 in
(Adasme et al., 2015).

The aforementioned procedure can also be used
to compute upper bounds forMIP1. This proce-
dure is depicted in Algorithm 3.1 and is described
as follows. First, we remove constraints (11) from
MIP1 and solve the resulting mixed integer linear
programming relaxation ofMIP1 obtained while re-
laxing the variables 0≤ xi j ≤ 1 ∀i j ∈ E at step 0.
Next, we search cycles in the current rounded solu-
tion 0≤ xi j ≤ 1 ∀i j ∈ E. If G̃ contains a cycle with
two or more nodes, then Algorithm 4.1 referred to
as “searchCycles(G̃,V)” in (Adasme et al., 2015) de-
tects it. A subset of nodes inducing a cycle defines
a new constraint (11). The mixed integer program-
ming relaxation ofMIP1 is re-optimized taking into
account the new added constraints. This iterative pro-
cess goes on until the difference between the current
optimal objective function valuezk and the previous
onezk−1 is less than a small positive valueε.

4 PRELIMINARY NUMERICAL
RESULTS

In this section, we present preliminary numerical re-
sults. A Matlab (R2012a) program is developed using
CPLEX 12.6 to solveMIP1, MIP2, MIP3 and their
corresponding LP relaxations. The numerical exper-
iments have been carried out on an Intel(R) 64 bits
core (TM) with 2.6 GHz and 8 Gigabytes of RAM.
CPLEX solver is used with default options. Each en-
try in matrices{C,D,H} and in matrices{A,B,R,Q}
is randomly and uniformly distributed in the inter-
vals [0;10] and[0;5], respectively. The scalar values
c = r = 100. The BigM valuesM andL are set to
M = 100 andL = 1010, respectively. We set the pa-
rameterε = 10−8 in Algorithm 3.1. In Table 1, first
we solveMIP1 with up to 15 nodes while generat-
ing all cycle elimination constraints. Subsequently, in
Table 3, we solveMIP1 with the iterative procedures
presented in section 3. We limit CPLEX to 2 hours
of CPU time in order to solve the linear models. The
legend in Table 1 is as follows. Column 1 shows the
instance number. Column 2 presents the number of
nodes. Columns 3-7 and 8-12 present the optimal so-
lution of MIP1 andMIP2, the number of branch and
bound nodes used by CPLEX, the CPU time in sec-
onds to solve the MILPs and their corresponding LP
relaxations together with their CPU time in seconds,
respectively. Finally, in columns 13-14, we present

gaps we compute as
[

LP−Opt
Opt

]
∗ 100 for MIP1 and

MIP2, respectively. The legend in Table 2 forMIP3
is analogous to Table 1. We mention that each row in
Tables 1, 2 and 3 corresponds to the same instance.

From Tables 1, 2 and 3, we observe that the op-
timal objective function values forMIP1, MIP2 and
MIP3 are exactly the same. In particular, in Tables
1 and 2, we see that the CPU times are in average
significantly lower forMIP3 than forMIP2. In par-
ticular, when the instance dimensions increase. Re-
garding the number of branch and bound nodes, we
observe that CPLEX requires significantly less nodes
for solvingMIP3 than forMIP2. ForMIP1, the num-
ber of nodes equals zero for the instances 1-7. Notice
that CPLEX cannot find a feasible solution within 2
hours for the instance #18 usingMIP2. This is some-
how reflected by the number of branch and bound
nodes which is significantly higher forMIP2 than for
MIP3. Concerning the LP bounds, the LP relaxations
are slightly tighter forMIP1 than forMIP2 andMIP3.
Whereas the bounds forLP2 andLP3 remain nearly
the same. On the opposite, the CPU times forLP3
are in average larger than forLP2, in particular for
the large size instances. We also see that CPLEX
can solve all the instances to optimality usingMIP3
that shows a significantly better performance than the
rest of the MILP formulations. Finally, we mention
that we cannot solve, with the exponential model, in-
stances with more than 15 nodes due to the large num-
ber of sub-tour elimination constraints involved.

In Table 3, the legend is as follows. In column
1, we show the instance number. In columns 2-5, we
show the optimal solution obtained with the adapted
version of Algorithm 4.2 (Adasme et al., 2015), its
CPU time in seconds, the number of cycles found
with this algorithm and the number of iterations, re-
spectively. In columns 6-10, we present the upper
bounds obtained with Algorithm 3.1, its CPU time
in seconds, the number of cycles found with it, the
number of iterations, and the optimal solution found
with MIP1 while using all the cycle elimination con-
straints found with Algorithm 3.1, respectively. For
the latter, we do not report the CPU time required by
CPLEX. However, we mention that for the largest size
instances (e.g. 21-22), these CPU times took less than
20 seconds. The rest of the instances were solved in
less than 2 seconds. Finally, in columns 11-12, we

provide gaps that we compute by
[

OptRIt−OptIt
OptIt

]
∗100

and
[

OptFIt −OptIt
OptIt

]
∗100, respectively.

From Table 3, we observe that Algorithm 4.2 can
find the optimal solutions for all the instances. In par-
ticular, we observe that the large size instances #15-22
are solved in significantly less CPU time compared to
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Table 1: Numerical results obtained withMIP1 andMIP2.

# |V| MIP1 MIP2 Gaps
Opt B&Bn Time (s) LP Time (s) Opt B&Bn Time (s) LP Time (s) Gap1 % Gap2 %

1 4 945.90 0 0.35 1547.52 0.35 945.90 0 0.36 1547.52 0.41 63.60 63.60
2 6 1223.95 0 0.41 1969.08 0.39 1223.95 0 0.41 1969.08 0.42 60.88 60.88
3 8 1574.80 0 0.37 2990.03 0.42 1574.80 0 0.37 2996.69 0.38 89.87 90.29
4 10 1992.63 0 0.53 5252.53 0.53 1992.63 29 0.34 5368.06 0.40 163.60 169.40
5 12 2781.27 0 1.83 5472.70 1.28 2781.27 6 0.40 5745.17 0.39 96.77 106.57
6 14 3795.17 0 7.13 6476.50 5.45 3795.17 120 0.42 6505.47 0.39 70.65 71.41
7 15 4233.11 0 14.74 6596.09 11.05 4233.11 0 0.39 6723.12 0.34 55.82 58.82
8 20 - - - - - 5920.61 1886 1.39 10090.09 0.39 - 70.42
9 25 - - - - - 7979.07 30 0.53 13672.93 0.38 - 71.36

10 30 - - - - - 11272.16 8 0.50 16961.67 0.41 - 50.47
11 40 - - - - - 14325.01 0 0.62 25545.21 0.52 - 78.33
12 50 - - - - - 17772.48 0 0.80 30645.26 0.55 - 72.43
13 60 - - - - - 23021.58 528 2.63 39462.28 0.86 - 71.41
14 70 - - - - - 28178.71 54 2.17 47919.83 1.19 - 70.06
15 80 - - - - - 32776.32 335 3.87 55799.72 1.55 - 70.24
16 90 - - - - - 35705.34 918 26.15 62552.35 1.90 - 75.19
17 100 - - - - - 42688.50 44278 452.83 73934.28 2.39 - 73.19
18 120 - - - - - * 379412 7200 86563.41 5.50 - *
19 150 - - - - - - - - 113013.27 21.22 - -
20 180 - - - - - - - - 139047.61 59.52 - -
21 200 - - - - - - - - 156705.84 73.85 - -
22 250 - - - - - - - - 201738.80 268.30 - -
-: Instance not solved.
*: No solution found with CPLEX in 2 hours.

Table 2: Numerical results obtained withMIP3.

#
MIP3 Gaps

Opt B&Bn Time (s) LP Time (s) Gap3 %
1 945.90 0 0.40 1547.52 0.37 63.60
2 1223.95 0 0.40 1969.08 0.37 60.88
3 1574.80 0 0.37 2996.69 0.39 90.29
4 1992.63 0 0.42 5361.12 0.37 169.05
5 2781.27 9 0.49 5745.17 0.39 106.57
6 3795.17 8 0.49 6485.70 0.42 70.89
7 4233.11 0 0.40 6723.12 0.36 58.82
8 5920.61 10 0.94 10047.35 0.43 69.70
9 7979.07 0 0.54 13618.52 0.41 70.68

10 11272.16 0 0.75 16961.67 0.45 50.47
11 14325.01 0 0.79 25538.77 0.68 78.28
12 17772.48 0 1.17 30645.26 0.64 72.43
13 23021.58 675 10.46 39453.01 1.05 71.37
14 28178.72 8 5.11 47881.09 1.83 69.92
15 32776.31 248 17.79 55799.72 2.93 70.24
16 35705.36 17 15.86 62552.35 2.53 75.19
17 42688.51 621 46.65 73934.28 3.75 73.19
18 50786.93 526 133.94 86493.02 17.00 70.31
19 66770.38 163 123.39 113003.02 58.75 69.24
20 86307.85 4168 2459.89 139046.61 211.01 61.11
21 93444.25 5678 6878.94 156675.69 230.30 67.67
22 122719.37 549 2017.85 201734.01 901.54 64.39

MIP3. Moreover, the number of cycles and iterations
are less or equal than 140 and 11, respectively for all
the instances. Notice that the total number of cycles
for most of the instances is huge. However, the num-
ber of cycles required by Algorithm 4.2 to find the
optimal solution is significantly small. In general, we

see that Algorithm 3.1 can find tighter bounds when
compared to the modelsLP2 andLP3. Regarding the
number of cycles required by Algorithm 3.1, we ob-
serve that this number is significantly higher com-
pared to Algorithm 4.2. On the opposite, we see that
Algorithm 3.1 requires in average less iterations. Fi-
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Table 3: Numerical results obtained with the iterative algorithmic procedures.

#
Algorithms 4.1 and 4.2 adapted from (Adasme et al., 2015) Algorithm 3.1 Gaps

OptIt Time (s) #Cycles #Iter OptRIt Time (s) #Cycles #Iter OptFIt GapR % GapF %
1 945.90 0.51 0 1 1443.61 1.09 10 2 945.90 52.62 0
2 1223.95 0.80 3 2 1899.73 0.80 8 1 1239.34 55.21 1.26
3 1574.80 0.76 4 2 2896.01 0.76 12 1 1574.80 83.90 0
4 1992.63 0.80 5 2 4269.07 1.08 32 2 2036.42 114.24 2.20
5 2781.27 1.26 8 3 4447.16 1.20 41 2 2787.50 59.90 0.22
6 3795.17 1.66 9 4 5800.14 1.26 41 2 3995.48 52.83 5.28
7 4233.11 1.25 8 3 5963.58 1.22 45 2 4328.84 40.88 2.26
8 5920.61 2.40 18 6 8952.44 1.23 58 2 6233.36 51.21 5.28
9 7979.07 0.89 12 2 13244.42 1.36 75 2 8441.78 65.99 5.80

10 11272.16 1.34 14 3 15160.96 1.51 97 2 11342.97 34.50 0.63
11 14325.01 1.63 18 3 23008.49 3.05 207 3 14661.88 60.62 2.35
12 17772.48 2.89 27 4 27771.65 2.95 168 2 18442.49 56.26 3.77
13 23021.58 12.30 45 11 36082.31 6.66 312 3 23959.25 56.73 4.07
14 28178.71 7.87 42 6 44084.55 6.28 235 2 29376.14 56.45 4.25
15 32776.31 16.27 55 9 51378.66 20.60 536 4 33437.84 56.76 2.02
16 35705.34 5.95 50 3 56294.82 10.57 323 2 36700.49 57.66 2.79
17 42688.50 27.17 71 10 65957.50 24.66 537 3 44117.89 54.51 3.35
18 50786.93 38.96 83 9 77440.29 25.01 413 2 52118.73 52.48 2.62
19 66770.38 71.56 92 9 101128.60 199.45 1090 4 68005.67 51.46 1.85
20 86307.85 153.10 125 11 127706.66 410.10 1007 3 87895.55 47.97 1.84
21 93444.25 122.41 127 7 141811.63 325.40 706 2 96921.84 51.76 3.72
22 122719.37 122.20 140 4 186448.77 948.96 919 2 126746.65 51.93 3.28

nally, we observe that solvingMIP1 with all the cy-
cle elimination constraints found with Algorithm 3.1
allows to compute tight bounds when compared to
the optimal solution of the problem. More precisely,
these bounds are computed with gaps which are lower
than 6% for most of the instances.
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Figure 1: Average optimal solutions, upper bounds and
CPU times obtained with the iterative Algorithms 4.2 and
3.1.

In order to give more insight with respect to the
performance of Algorithms 4.2 and 3.1 when solving
MIP1. In Figure 1, we present some average numer-
ical results for 20 instances randomly generated with
dimensions of|V| = {20,50,90,180,250} nodes, re-
spectively. From Figure 1, we mainly confirm the

trends observed in Table 3. We observe that in av-
erage obtaining optimal solutions with the iterative
Algorithm 4.2 is more effective than computing up-
per bounds with Algorithm 3.1 in terms of CPU time.
This is an interesting result as it confirms that Algo-
rithm 4.2 allows to obtain optimal solutions for the
large scale instances more easily. More precisely, in
less CPU time than the instances presented in Table
3. Finally, we observe that the upper bounds obtained
with Algorithm 3.1 are very tight when solvingMIP1
with all SECs, although they are obtained at a higher
CPU time. In Figure 1, we do not plot averages for the
number of cycles and iterations as they remain nearly
the same as in Table 3 for all the instances. Similarly,
we do not plot the average CPU times forOptFIt since
they are slightly larger than those obtained forOptRIt .

5 CONCLUSIONS

In this paper, we consider a linear bilevel program-
ming problem where both the leader and the follower
maximize their profits subject to budget constraints.
Additionally, we impose a Hamiltonian cycle topol-
ogy constraint in the leader problem. In particular,
models of this type can be motivated by telecom-
munication companies when dealing with traffic net-
work flows from one server to another one within a
ring topology framework. We transform the bilevel
programming problem into an equivalent single level
optimization problem and derive mixed integer lin-
ear programming (MILP) formulations. The topology
constraint is handled by the means of two compact
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formulations and an exponential one from the clas-
sic traveling salesman problem. Our preliminary nu-
merical results show that one of the compact models
allows to solve instances with up to 250 nodes to op-
timality with CPLEX in less than two hours. Finally,
we propose iterative procedures that allow to compute
optimal solutions in significantly less computational
effort when compared to the compact models. Our
main contribution in this paper is not theoretical, but
mainly focussed on computational numerical results
on a novel problem in the domain of bilevel program-
ing. Our numerical results clearly show that solving
the exponential model with the iterative procedure is
by far more convenient than using the compact formu-
lations which are more theoretical based approaches.
In fact, we solve to optimality instances with up to
250 nodes so far, in less than 70 seconds in average
compared to the higher CPU times required by the
compact formulations.

As part of future research, we plan to develop fur-
ther tests in order to confirm the behaviour of the
proposed models and algorithms. Finally, we will
propose new stochastic models and algorithmic ap-
proaches for this type of bilevel programming prob-
lems.
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Abstract: This paper analyzes the location of a distribution center inan urban area using a single-source Weber problem
with continuous piecewise fixed cost to find a global optimal location. The fixed cost is characterized by
a Kriging interpolation method. To make the fixed cost tractable, we approximate this interpolation with
a continuous piecewise function that is convex in each piece, using Delaunay triangulation. We present a
decomposition formulation, a decomposition conic formulation and a conic logarithmic disaggregated convex
combination model to optimally solve the single-source Weber problem with continuous piecewise fixed cost.
Although our continuous approach does not guarantee the global optimal feasible location, it allows us to
delimit a zone where we can intensify the search of feasible points. For instances we tested, computational
results show that our continuous approach found better locations than the discrete approach in 23.25% of the
instances and that the decomposition formulation is the best one, in terms of CPU time.

1 INTRODUCTION

The location of a distribution center (DC) in an ur-
ban area, considering the transportation and installa-
tion costs, can be treated as an uncapacitated facility
location problem (UFLP) or as a Weber problem with
fixed cost. It is known that the solution of the UFLP is
feasible but not necessarily optimal, due to the use of
an incomplete set of possible locations. On the other
hand, the Weber problem with fixed cost gives an op-
timal location probably not feasible.

This paper analyzes the installation of a single DC
in an urban area, using the single-source Weber prob-
lem with fixed cost to find an optimal location that al-
lows us to delimit a zone around the optimal location
previously found, but smaller than the original one.
This way, we can focus the search of feasible points,
obtaining a more reliable and complete set of possible
locations such that, when an UFLP is applied, we find
theoptimal feasible location.

To the best of our knowledge, few papers deal with
the inclusion of the fixed costs into the Weber prob-
lem. Fixed costs have been considered as a constant
cost for all the plane (Brimberg et al., 2004), as zone
dependent with a constant cost in a specific convex
polygon (Brimberg and Salhi, 2005),(Hosseininezhad
et al., 2015), or as a proportion between the fixed cost
of two zones and their relative distance, (Luis et al.,
2015). To consider that a plane can be partitioned in a

finite set of convex polygons, each one with constant
fixed costs, is considered a good first approximation
to characterize the variating nature of this cost. In this
paper we propose that the fixed cost on each convex
polygon is a function of its vertices, allowing us to
better model the fixed costs in an urban area.

The objective of this paper is to find the best for-
mulation to locate a single DC in an urban area, where
the fixed costs depend on the location in a continu-
ous way. The fixed cost function is characterized by
a Kriging interpolation method using a set of nodes
where the cost is known. To make the formulation
tractable, we approximate the interpolation with a
continuous piecewise function that is convex in each
piece. This is constructed through a convex combi-
nation of the vertices of a mesh created with a De-
launay triangulation. The sinlge-source Weber prob-
lem with continuous piecewise fixed cost is formu-
lated as an MINLP problem. We take advantage of
the problem’s structure to propose three solution ap-
proaches. The first approach considers a conic re-
formulation of the single-source Weber problem with
continuous piecewise fixed cost using alogarithmic
disaggregated convex combination model. The sec-
ond consists of a decomposition method, where we
solve a non-linear convex problem for each Delaunay
triangle, and using complete enumeration we deter-
mine the optimal solution. The last one, consider a
conic reformulation for each sub-problem of the sub-
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sequent decomposition formulation. Each approach
was implemented in a series of experiments to com-
pare their performance in CPU time.

The main contributions of this paper are: (i) a
new way to represent the fixed costs in an urban area
and (ii ) to identify the best solution approach for the
single-source Weber problem with continuous piece-
wise fixed cost.

The paper is organized as follows: Section 2
presents our related work. Section 3 presents a
single-source Weber problem with continuous piece-
wise fixed cost. Section 4 presents three different ap-
proaches to solve the problem defined in the previous
section. Section 5 presents some experimental results
for all the different approaches. Our conclusions and
highlights are presented in section 6.

2 RELATED WORK

The continuous location problem for a single-source
or single-source Weber problem, described in We-
ber and Friedrich (1929), has been extensively stud-
ied. To find the solution there are different ap-
proaches: a one-point iterative method better known
as the Weiszfeld algorithm (Weiszfeld and Plastria,
2009), a unified cutting plane method (Plastria, 1987),
a dual method (Planchart and Hurter, 1975), a primal-
dual algorithm involving mixed norms (Michelot and
Lefebvre, 1987), or a primal-dual potential reduction
algorithms with the problem formulated in conic form
(Xue and Ye, 1997). A comprehensive review of the
Weber problem can be found in Drezner et al. (2002).

The multi-source Weber problem, or location-
allocation problem, is an NP-hard problem (Megiddo
and Supowit, 1984). There are few heuristics that
solve it to optimality but they work only in small prob-
lems (Cooper, 1972), (Sherali et al., 2002), (Chen
et al., 1998). For the heuristic approach to solve
the problem to near optimum, there are more pub-
lications: Cooper (1964) explored different algo-
rithms with computational experiments. The alter-
nating location-allocation heuristic is used by Cooper
(1972). The method used by Bongartz et al. (1994)
relaxes the binary constraints on the allocations, and
solves both location and allocation simultaneously.
An approach based on a nonlinear second-order cone
program reformulation is found in Chen et al. (2011).
The approach to use the discrete models in solving
the continuous location-allocation problems is widely
used by Hansen et al. (1998), Brimberg et al. (2014),
and others. For this, a survey in the p-median problem
with the aim in procedures based on metaheuristics
rules (Mladenovic et al., 2007) is useful. For a survey

on the multi-source Weber problem there is Brimberg
et al. (2000) and Brimberg et al. (2008).

The inclusion of the fixed cost to the Weber prob-
lem has little reviews, there are four papers to the best
of our knowledge. First it is included as a constant
cost for all plane in Brimberg et al. (2004). Later,
in Brimberg and Salhi (2005), it was extended to
a zone-dependent fixed cost, where zones are non-
overlapping convex polygons with a constant fixed
cost for each zone. In Hosseininezhad et al. (2015) is
developed a metaheuristic Cross Entropy for a contin-
uous location problem, with an fixed cost depending
on the zone and on the facility to install. And Luis
et al. (2015), proposed a multi-source Weber problem
with capacity and zone-dependent fixed cost using the
second-order Voronoi regions.

In general, data gathering is expensive in terms of
monetary and time-consuming costs (Helbich et al.,
2013). Therefore, there is a necessity to estimate
the land values in unvisited locations, as geostatis-
tical methods Luo (2004), Cellmer et al. (2014).
Here, we use a Kriging method of interpolation
(Oliver and Webster, 1990). This method was rec-
ommended over other interpolation approaches in
Anselin and Le Gallo (2006) and Fernández-Avilés
et al. (2012), in an air quality and pollution stud-
ies, respectively. The possibilities and limitations of
geostatistical methods to approximate the land values
are discussed in Cellmer (2014). A comparison be-
tween Kriging methods for the real estate market is
discussed in Kuntz and Helbich (2014). The Kriging
interpolation is used to find the value of land for dif-
ferent cities by Liang and Yi (2012), Hu et al. (2015),
Larraz and Poblacin (2013).

In summary, there are few previous works on
single-source and multi-source Weber problem that
include a second order cone formulation and, to the
best of our knowledge, only one paper presents a so-
lution approach. The few papers that include fixed
costs make a simplistic representation of them that do
not reflect their variations in an urban area. Unlike
them, we make a more realistic representation of the
fixed costs, considering different possible approaches
for the Weber problem with fixed costs.

3 MODEL FORMULATION

3.1 Single-source Weber Problem with
Continuous Piecewise Fixed Costs

The generalized single-source Weber problem with
fixed costs considers the localization of a single
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source with coordinates(x̄, ȳ) ∈R2. This source must
supply a setJ of customers with known coordinates,
(xcj ,ycj) for every j ∈ J. Let f (x̄, ȳ) be the fixed cost
incurred when the source is installed in(x̄, ȳ). Let wj
be the the expected demand weighted by the trans-
portation ratios, for allj ∈ J. The problem is to deter-
mine the optimal location for the single source such
that the transportation and the fixed costs are mini-
mized. The generalized single-source Weber problem
with fixed costs can be expressed as follows:

min
(x̄,ȳ)

∑
j∈J

wj

√
(x̄− xcj)2+(ȳ− ycj)2+ f (x̄, ȳ) (1)

s.t. (x̄, ȳ) ∈R2 (2)

We consider a convenient setI of nodes with
known information of their fixed costs,Ci , and their
coordinates,(xii ,yii), for everyi ∈ I . In our paper, the
way to address the fixed costs is by applying a Kriging
interpolation method and defining a continuous func-
tion for the cost in every point of the convex hull of
I . This cost function is not simple and could not be
convex. To make the continuous fixed cost function
tractable, we are going to approximate the Kriging in-
terpolation with a piecewise function that is convex in
each piece. For this, we partition the convex hull of
I through a polyhedral mesh and defined the continu-
ous piecewise fixed cost function as the convex com-
bination of the vertices of the mesh. To the best of our
knowledge, it is better to use the smallest subset of in-
formation nodes possible with empty interior to create
the polyhedra, i.e, using Delaunay triangulation.

We applied a Delaunay triangulation over the set
I obtaining a setK of triangles; each trianglek-th
will be denoted asPk, with Pk = {(x,y) ∈ R2|(x,y) =
∑3

l=1 λkl (xkl ,ykl ),∑
3
l=1 λkl = 1,∀λkl : λkl ≥ 0}, where

(xk1,yk1), (xk2,yk2) and (xk3,yk3) are the vertices of
thek-th triangle andCk1, Ck2, Ck3 their fixed cost. We
haveλkl as the convex combination vector for the ver-
tices of the trianglek∈K andl = 1,2,3 the vertices of
the triangle. The set of all possible locations,

⋃
k∈K Pk,

can be non-convex if we clean the areas where we can
not install, as a lake or a strictly residential area.

Given the above, the facility’s location can be ex-
pressed as(x̄, ȳ) = ∑k∈K ∑3

l=1 λkl (xkl ,ykl ) and its fixed
cost as a convex combination of the vertices of the tri-
angles’s costs,∑k∈K ∑3

l=1 CT
kl

λkl . Let Zk be a binary
variable that forces the installation to be in only one
triangle, being 1 if it is installed in thek-th triangle
and 0 if it is not.

We can formulate the single-source Weber prob-
lem with continuous piecewise fixed cost as follows:

Problem(P0):

min
Z,λ

∑
k∈K

(
3

∑
l=1

Ckl λ
kl +Zk ∑

j∈J

wj

√√√√(∑
k∈K

3

∑
l=1

λkl xkl − xcj)2+(∑
k∈K

3

∑
l=1

λkl ykl − ycj)2




(3)

s.t.
3

∑
l=1

λkl = Zk, ∀k∈ K (4)

∑
k∈K

Zk = 1 (5)

λkl ≥ 0, ∀l ∈ {1,2,3},k∈ K (6)

Zk ∈ {0,1}, ∀k∈ K (7)

In what follows, we present different ways to
solve the problem(P0).

4 SOLUTION APPROACH

We consider three distinct solution approaches for
(P0). For the first approach, we use a monolithic re-
formulation of(P0). The second approach considers
a decomposition of(P0) by fixing the variableZ and
solving the sub-problem generated; we evaluated all
the possible values ofZ. The last approach considers
a conic reformulation of the previous sub-problems.

4.1 Conic Logarithmic Disaggregated
Convex Combination Model

Now, we reformulate(P0) in two steps. First, we for-
mulate the problem as a Conic Quadratic Non Lin-
ear problem (CQNLP). Afterwards, using thelog-
arithmic disaggregated convex combination model
(Vielma et al., 2010), we efficiently solve the contin-
uous piecewise fixed cost function.

Next, we formulate the problem(P0) as a CQNLP
in order to eliminate the square root terms. First
we introduce one set of nonnegative continuous vari-
ables,d j , to represent the square root term in:

d j =

√√√√(
3

∑
l=1

xkl λkl − xcj)2+(
3

∑
l=1

ykl λkl − ycj)2,∀ j ∈ J

(8)

d j ≥ 0,∀ j ∈ J (9)
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For simplicity, we can add two more sets of auxil-
iary variables,v j andr j , leaving (8) as:

d2
j = z2

j +w2
j , ∀ j ∈ J (10)

v j =
3

∑
l=1

xkl λ
kl − xcj , ∀ j ∈ J (11)

r j =
3

∑
l=1

ykl λ
kl − ycj , ∀ j ∈ J (12)

Because the nonnegative variablesd j are intro-
duced in the objective function of(P0) with positive
coefficients, and this problem is a minimization prob-
lem, the equation can be further relaxed as the follow-
ing inequalities:

d2
j ≥ v2

i + r2
i , ∀ j ∈ J (13)

Note that the constraints (9) and (13) define
second-order cone constraints. The problem(P0) can
be expressed as the following conic problem:
Problem(CP0):

min
Z,λ,d,v,r

∑
k∈K

(Zk ∑
j∈J

wjd j +
3

∑
l=1

Ckl λ
kl ) (14)

s.t. (4),(5),(6),(7),(9),(11),(12),(13)

The logarithmic disaggregated convex combina-
tion modelconsists in replacing the piecewise func-
tion f (x̄, ȳ) for its epigraphepi( f ) and setting the co-
ordinate(x̄, ȳ) to be contained by one and only one
of the domains off . For a minimization, solving the
function f is equivalent to solvingepi( f ). To con-
struct a model with the least number of binary vari-
ables and constraints, we identify each triangle with
a binary vector in{0,1}⌈log2|K|⌉ through an injective
functionB : K → {0,1}⌈log2|K|⌉ and use⌈log2|K|⌉ bi-
nary variables,m ∈ {0,1}⌈log2|K|⌉, to ensure that the
coordinates are in only one triangle. LetQ beepi( f ).

Using thelogarithmic disaggregated convex com-
bination modeland a second order cone formulation
to reformulate(P0), leaves the following:
Problem(DlogCP0):

min
λ,m,d,Q,v,r

∑
j∈J

wjd j +Q (15)

s.t. ∑
k∈K

3

∑
l=1

Ckl λ
kl ≤ Q (16)

∑
k∈K

3

∑
l=1

λkl = 1 (17)

∑
k∈K+(B,t)

3

∑
l=1

λkl ≤ mt , ∀t ∈ T(K) (18)

∑
k∈K0(B,t)

3

∑
l=1

λkl ≤ (1−mt),∀t ∈ T(K)

(19)

λkl ≥ 0 ∀l ∈ 1,2,3,k∈ K (20)

mt ∈ {0,1} ∀t ∈ T(K) (21)

(9),(11),(12),(13)

whereB : K → {0,1}⌈log2|K|⌉ is any injective func-
tion, K+(B, t) = {k∈ K : B(k)t = 1}, K0(B, t) = {k∈
K : B(k)t = 0} andT(K) = {1, . . . ,⌈log2|K|⌉}. This
problem is a mixed integer conic quadratic nonlinear
problem with a linear objective function and can be
solved by solvers like GUROBI, CPLEX or MOSEK.

4.2 Decomposition Formulation

From the problem(P0), we can observe that the vari-
ablesλ andZ are related in only one constraint. And,
fixing the variableZ, the problem is separable in|K|
sub-problems where we force the localization of the
DC to be in thek-th Delaunay triangle, i.e., forcing
Zk = 1 andZk′ = 0 for all k′ ∈ K \ k. Then thek-th
sub-problem can be written as:
Sub-Problem(SP0(k)):

min
λk

∑
j∈J

wj

√
(x̄− xcj)2+(ȳ− ycj)2+

3

∑
l=1

Ckl λ
kl

(22)

s.t.
3

∑
l=1

λkl = 1 (23)

λkl ≥ 0 ,∀l ∈ {1,2,3} (24)

This sub-problem(SP0(k)) is a convex nonlinear
problem with linear constraint and can be efficiently
solved by MINOS or IPOPT solvers.

Let λk∗ be the optimal solution of the problem
(SP0(k)); FO(SP0(k))(λk∗) be the optimal cost of the
objective function in the problem(SP0(k)), and let
(λ̄, Z̄) be the optimal solution of the problem(P0).
The optimal solution for the(P0) problem is the best
solution for all of the sub-problems(SP0(k)), i.e. λ̄=

λk†, wherek† = argmink∈K{FO(SP0(k))(λk∗)}. For Z̄,
the value ofZ̄k = 1 for k = k† and Z̄k = 0 for every
otherk.

4.3 Decomposition Conic Formulation

The squared root term in the objective function of
problem(SP0(k)) can give rise to difficulties in the
optimization procedure. Following the logic exposed
for the first approach, we reformulate(SP0(k)) as a
CQNLP, leaving the following conic problem:
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Sub-Problem(SCP0(k)):

min
λk,d,v,r

∑
j∈J

wj d j +
3

∑
l=1

Ckl λ
kl (25)

s.t. (23),(24),(9),(11),(12),(13)

The problem(SCP0(k)) can be trivially shown to
be equivalent to(SP0(k)), but it has now conic and
nonlinear constraints with a more simple linear objec-
tive function. The optimal solution for(P0) is the best
solution for all the sub-problems(SCP0(k)), equiva-
lently to the decomposition formulation.

The advantage of the CQNLP formulation is that
it can be solved directly using standard optimiza-
tion software packages such as CPLEX, GUROBI or
MOSEK.

5 COMPUTATIONAL STUDY

In this section, we present our numerical study and
its results. The main objectives of this computational
study is to show which solution approach has the best
performance in terms of CPU time, and to compare
them to an UFLP. To characterize the different ap-
proaches, we carried out 400 instances that we denote
test set. We also corroborate the installation of a sin-
gle DC in every instance with the UFLP.

All the problems were programmed using AMPL.
To solve the decomposition formulation we use the
solver MINOS. For(DlogCP0) and the decomposi-
tion conic formulation we solve it through CPLEX
solver. The Kriging interpolation method and the De-
launay triangulation were made in MATLAB. Thetest
setwere run on a PC with AMD FX 4,00 GHz pro-
cessor and 12 GB RAM, and the UFLP were run on a
PC with Intel i3 2,10 Ghz and 4 GB RAM.

5.1 Test Set

In order to determine which one has the best perfor-
mance in CPU time, we generated 100 experiments.
In each experiment, we fixed the number of customer
nodes and used 4 refinements of the triangulation.
Therefore, we have 400 instances. For simplicity, we
consideredwj = 1, for any j ∈ J.

Each experiment has the same initial set of 100
information nodes, generated randomly. For a bet-
ter piecewise convex approximation of the continuous
fixed cost function, we proposed the following refine-
ment of the mesh. We consider the Delaunay triangu-
lation of the initial set of information nodes as the first
refinement, shown in figure 1. The second refinement
is generated by creating additional information nodes

where their location is at the center of the edge of ev-
ery triangle and their fixed cost is determined by the
Kriging interpolation. Then the Delaunay triangula-
tion is used over the original setI plus the additional
information nodes. The third and fourth refinements
are applied over the second and third triangulation, re-
spectively. In figure 2 the fourth refinement is shown.
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Figure 1: First refinement.
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Figure 2: Fourth refinement.

We modified the number of customer nodes from
100 to 1000 customers, i.e., the first 10 experiments
have 100 customer nodes, the next 10 experiments
have 200 customer nodes, and so on. Each customer
location is obtained making random locations, i.e.,
where(xcj ,ycj) ∈ ([0,100], [0,100]).

Figure 3 shows the performance profile based on
theperformance ratioof the CPU time for each model
(Dolan and Moré, 2002). Considering thattpm is the
CPU time for solving the instancep by the modelm,
we have theperformance ratio:

rpm=
tpm

min{tpm : m∈ M} ,

where M = {DlogCP0, mink∈K{(SP0(k))},
mink∈K{(SCP0(k))}}.
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Figure 3: Performance Profile.

We observe in figure 3 that the best model
performance is the decomposition formulation, i.e.,
mink∈K{(SP0(k))}, because in 80% of the instances
has the lowest time, overcome by(DlogCP0), in less
than 20% of the instance. The decomposition formu-
lation has the best performance with the greater effi-
ciency, solving all the instances with ar � 5.

There is a pattern in every refinement where
(DlogCP0) has the best performance in the instances
with a small set of customers nodes, and get outper-
formed by the decomposition formulation in the rest
of the instances. This is shown in table 1, where
it shows that the average speedup in the CPU time
of the decomposition formulation over(DlogCP0) is
greater than 1x for all the refinements in the instances
with |J| = 100. Considering the second and third re-
finement,(DlogCP0) is better, in average, for the in-
stances with|J| ≤ 200. For the fourth refinement,
(DlogCP0) is better in instances with|J| ≤ 300 and
with an average speedup of over 4x when|J|= 100.

Table 1: Average Speedup in CPU time of
mink∈K{(SP0(k))} over(DlogCP0).

Refinement
|J| First Second Third Fourth
100 1.556x 2.035x 2.808x 4.125x
200 0.574x 1.185x 1.548x 1.944x
300 0.382x 0.865x 0.840x 1.149x
400 0.320x 0.665x 0.697x 0.494x
500 0.258x 0.528x 0.470x 0.308x
600 0.301x 0.530x 0.410x 0.330x
700 0.226x 0.447x 0.416x 0.099x
800 0.214x 0.387x 0.385x 0.036x
900 0.184x 0.373x 0.367x 0.020x
1000 0.172x 0.309x 0.312x 0.012x

We obtain an average speedup of 7.98x and 7.72x
for the decomposition formulation over the decompo-
sition conic formulation and(DlogCP0), respectively.

Our numerical results show that the performance
from the conic formulations ((DlogCP0) and the de-
composition conic formulation) are sensible to the
size of the customer set. This is because the conic
formulations create|J| cones and 3|J| new variables,
so the problem grows faster than the number of cus-
tomers. For this reason, even that(DlogCP0) can bet-
ter handle a big set of information nodes, this only is
seen with a small set of customers.

The performance of the decomposition formula-
tion, shown in figure 3, is the most stable of the per-
formances of the three solution approaches, i.e., with
less difference in the extremes values of itsperfor-
mance ratio. This indicates that if the decomposition
formulation does not have the best performance in an
instance, its CPU time is closer to the better one.

The average improvement in the objective func-
tion using the different refinements, compared with
the first refinement, are: 0.08% for the second, 0.74%
for the third, and 1.29% for the fourth refinement.

We can observe in table 1 that in instances
with small number of customers is better to use
(DlogCP0), considering that can have a speedup over
4x against the decomposition formulation, but it is
when the CPU times are lower. For example, in all
the instances with|J|= 100, although we have a bet-
ter average of CPU time with(DlogCP0), the worst
CPU time for the decomposition formulation does not
get over 250 seconds. Considering that the decom-
position formulation has a more stable performance
with the better overall average in CPU time, and be-
cause this solves a strategic decision, we recommend
to model the single source Weber problem with fixed
cost with the decomposition formulation.

5.2 Discrete Model: Uncapacitated
Facility Location Problem

The following experiments where made using the in-
stances previously described in thetest set, consider-
ing the set of information nodes without the refine-
ments. We consider the information nodes as the dis-
crete set of possible locations, modelled by an UFLP.

In table 2 are the average and maximum percent-
age of the improvement in lowering the value of the
objective function of the single-source Weber prob-
lem with continuous piecewise fixed cost over the
UFLP, and the number of cases where this happened.

Table 2 shows, for the fourth refinement an aver-
age improvement of 1.42%. From the total of exper-
iments solved with the fourth refinement, the 67% of
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Table 2: Percentage of improvement for the continuous
model over the UFLP.

Refinement
First Second Third Fourth

Average 0.13% 0.21% 0.86% 1.42%
Max 1.62% 5.80% 16.83% 18.58%
N◦ Cases 27 8 25 33

the instances have the same result as the UFLP. But
in the 33% where they are different, the average im-
provement is of 4.297%.

The better solutions found in 23.25% of the in-
stances with the single-source Weber problem over
the UFLP is because the UFLP only consider the in-
formation nodes as possible locations and not always
is consider the global optimum in that set. With the
inclusion of more information nodes, i.e. closer to
reality, the average savings and the number of better
cases tend to grow.

We also observed that in all the instances only one
facility is installed. This is in accordance to say that,
in an urban area, the fixed cost of an extra DC tends
to be bigger than the savings in transportation.

6 CONCLUSIONS

This paper analyses the problem of locating a single
DC in an urban area considering the fixed and trans-
portation costs using a single-source Weber problem
with continuous piecewise fixed cost. The fixed cost
is characterized by a Kriging interpolation method.
Using a Delaunay triangulation, we make the fixed
cost function convex and tractable. We propose
and evaluate three solution approaches to optimally
solve the single-source Weber problem with contin-
uous piecewise fixed cost: (i) decomposition formu-
lation, (ii ) decomposition conic formulation, and (iii )
logarithmic disaggregated convex combination model
with a conic formulation.

In the instances we tested, in 23.25% of the
time, a better solution is found with the single-
source Weber problem with continuous piecewise
fixed cost than with the UFLP. We observe two pos-
sible explanations:(i) the setI is complete, and there-
fore, the solution of the Weber problem is unfeasible,
and (ii ) the setI is incomplete and requires a more
thorough search of feasible locations over the urban
area, i.e., the UFLP could have found a sub-optimal
solution. To ensure a complete setI in an urban area
is expensive and almost impossible. It is possible to
improve with the continuous approach, the set of fea-
sible locations focusing in a reduced section of the
urban area around the optimal location found, where

it is more probable to find theoptimal feasible loca-
tion, thus reducing the search effort of feasible points.
With this, we can apply an UFLP over the new setI .

The computational results show that the best ap-
proach for the single-source Weber problem with con-
tinuous piecewise fixed cost, in terms of average CPU
time, is the decomposition method, with an average
speedup of 7.98x and 7.72x over the decomposition
conic method and the conic monolithic reformulation,
respectively. The first approach has the best perfor-
mance and can better handle a bigger set of informa-
tion nodes only with a small number of customers,
but this happens in the instances where the difference
between the CPU times are smaller.

There are a number of questions and issues left for
future research, such as: (i) to apply some Weizfield-
like algorithm to improve the performance of the
decomposition formulation, given that that was the
best one, (ii ) to use the formulation of a stochastic
model of the single-source Weber problem with fixed
cost using the variance of the Kriging interpolation
method, (iii ) to consider a location-routing problem,
and (iv) the extension to a multi-source Weber prob-
lem with continuous dependent fixed cost considering
the best solution approach we obtain.
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Abstract: In Chile, it has been observed that there is downtime during the apple harvest season. This is largely due to 
the long distances that the workers must cover and the lack of bins in the orchards. Currently, the 
administrators do not use methods that enable them to estimate the number of bins required or where they 
should be located. Taking these observations into consideration, this research paper proposes a plan for bin 
placement in apple orchards by applying a location model with the objective of diminishing distances covered 
by the harvest personnel. With data from an orchard in the Maule Region of Chile, the number of bins to be 
used is calculated taking into consideration the particular surface characteristics of the plantation and the apple 
variety maturity indicators. For the spatial distribution of the bins, the capacitated p-median was used, because 
better results were obtained with it in terms of reducing travel distance during the harvest and the ease of 
implementing the solutions. 

1 INTRODUCTION 

The Chilean apple industry has had a dynamic 
development which has placed Chile among the five 
main apple exporters worldwide with 10% of the 
market participation, equivalent to approximately 
760,000 tons exported (Bravo, 2013). Currently, one 
of the major challenges facing this industry is to 
increase its leadership which requires better planning 
and coordination in all stages of the supply chain. 
However, in the Chilean fruit industry the supply 
chain activities are mainly based on the experience of 
its participants. 

In the literature, the first authors to use 
mathematical programming models to support apple 
orchard management decisions were Willis and 
Halon (1976).  Their research developed a dynamic 
programming model to determine the optimum mix 
of apple varieties to be planted over the long term and 
applied it to an apple orchard in Massachusetts, USA. 

Other models developed for planning the fruit 
industry supply chain were presented by Ortmann et 
al. (2006), Masini et al. (2007), Masini et al. (2008), 

Catalá et al. (2013) and Munhoz and Morabito 
(2014). 

In a related line of research, Ahumada and 
Villalobos (2009) carried out a literature review 
focused on models based on agricultural harvests for 
planning supply chain production and distribution of 
agro foods. Other literature reviews on mathematical 
programming models to support agricultural supply 
chain decisions can be found in Weintraub and 
Romero (2006) and Bjorndal et al. (2012), who 
dedicated a portion of their research to models in the 
agricultural area; Higgins, et al. (2010), who 
discussed the challenges of adopting operations 
research models in the agricultural value chain; and 
Shukla and Jharkharia (2013), who classified the 
models used in the fresh produce supply chain in 
various ways (country, year, problem context, 
technique used, among others).   

Several mathematical programming models 
developed in Chile to support harvesting stage 
decisions have been applied mainly to the forestry 
industry (Palma and Troncoso, 2001, Troncoso et al., 
2002)  
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Among the fruit harvest planning in Chile, the 
well-known research by Ferrer et al. (2008) proposed 
a mixed integer linear programming model to 
determine the plan for grape harvesting which would 
minimize operating costs and maximize grape 
quality. In later research done by Bohle et al. (2010) 
they incorporated data uncertainty into the model 
presented by Ferrer et al.(2008)which was dealt with 
by robust optimization. 

Regarding location model application to 
agriculture, Lucas and Chhajed (2004) carried out a 
review of location models based on territorial balance 
theory and optimal location applied to improving the 
agricultural supply chain.  Found among the research 
done after that of Lucas and Chhahed (2004), is the 
work by Rantala (2004) who developed a mixed 
integer programming model in order to design a 
production-distribution system in the seed and 
seedling supply chain for the purpose of evaluating 
the expansion or closure of facilities (greenhouses 
and cold storage).In another study, Higgins and 
Laredo (2006) used two location models to improve 
the sugar value chain. One of these models is a p-
median problem (Hakimi, 1964) which has an 
additional restriction that limits the largest average 
distance from the fields to the loading points. The 
other model is similar to the capacitated clustering 
problem (Osman and Christofides, 1994) which 
divides the producing farms into groups and seeks to 
minimize the sum of the distances from each farm to 
the center of the group. These models were applied to 
a sugar producing region in Australia. In a recent 
study, Srinivasan and Malliga (2013) applied a p-
median model to locate collection centers for Jatropha 
seeds to be used to produce oil for biofuel. The 
purpose of the model was to minimize distances from 
the collection centers to the demand points, thus 
facilitating logistics for the growers. 

In a previous study on bin location in apple 
orchards, González-Araya et al. (2009) proposed 
improving their distribution by using the capacitated 
p-median model (Hakimi, 1964, Garey and Johnson, 
1979). This study extends the research by González-
Araya et al. (2009) by taking into consideration the 
fruit maturity indicators according to variety, and also 
including information about the pollinating varieties. 
These new data permit better adapting to the orchard 
characteristics, thus obtaining a different bin 
distribution plan for each variety. In this manner, this 
research proposes to improve the bin distribution in 
apple orchards by applying a location model in order 
to reduce distances covered by the seasonal workers 
during fruit harvest.  The model used is the 
capacitated p-median (Hakimi 1964). 

Next, the problem of bin distribution in apple 
orchards is described. In Section 3 the mathematical 
formulation of the model and the parameters used are 
presented.  In Section 4 a case study is described for 
an orchard located in Chile and in Section 5 the main 
results and discussion thereof are shown.  Finally in 
Section 6 the conclusions and future research are 
presented. 

2 DESCRIPTION OF THE 
PROBLEM 

The pome fruit harvest involves extensive surface 
areas, and for this reason the orchards are divided into 
sections. In this manner, each section may have its 
own particular characteristics, these being: Fruit 
variety; plantation density (distance between trees in 
the same row and distance between rows); density 
(low, medium, high), that refers to the number of trees 
per hectare; year of plantation; area (hectares per 
section); type of irrigation; pollinating trees; among 
others. All these characteristics make it so that each 
section can be worked in an independent manner 
(Catalá et al., 2013). Moreover, pome fruit harvest is 
characteristically seasonal; with the season beginning 
once the ranges of maturity for each variety have been 
reached. In Chile, the harvest generally begins in mid-
February and ends around mid-April; however, this 
can vary according to the climatic conditions each 
year.  

The surface area planted with apples in Chile is 
about 37,297 hectares where the main producing 
regions are the Maule Region with 22,488 hectares 
and the O’Higgins Region with 10,011 hectares, 
uniting 87% of the national apple plantation surface 
area (Bravo, 2013).The Maule Region is the main 
apple producer in Chile with 60.3% of the planted 
surface area nationally, where 18,863 hectares 
correspond to red apples and 3,625 hectares to green 
apples (Bravo, 2013).Orchards in this region present 
an average density of 1,100 trees per hectare for red 
apples and 933 trees per hectare for green apples, and 
an average yield of 48.8 and 50.5 tons per hectare, 
respectively (CIREN and ODEPA, 2013). 

The harvest requires seasonal workers, bins in 
which to put the fruit, harvest equipment (ladders, 
baskets, among others) and tractors to transport the 
bins. Coordinating resources during the harvest is a 
complex process, where the lack of any one of them 
can slow it down and affect the quality of the fruit.  

The apple harvest in Chile is carried out manually 
to avoid any mechanical damage, given that the 
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destination markets are very far away (Asia, the 
United States, Europe and the Middle East). Bins with 
a capacity of approximately 350 kilograms placed 
between the rows of trees are used to collect the 
apples in the orchard.  The placement of the bins is 
done according to the preferences of the tractor driver 
with little coordination with those responsible for the 
orchard sectors. On one hand, the drivers know the 
number of bins that should be distributed in a given 
section and the harvesters know which rows of apples 
they should harvest. However, the way in which the 
bins are distributed results in either a scarcity or an 
excess of them among the rows. As well, the seasonal 
workers must frequently relocate the bins as they 
advance through the harvest sector. This generates 
down time and a number of extra hours for the tractor 
driver to collect the bins from the orchard. 

3 MATHEMATICAL 
FORMULATION AND 
PARAMETER ESTIMATION 

In this study the solutions from the capacitated p-
median model (Hakimi, 1964, Garey and Johnson, 
1979) are analyzed, for the purpose of establishing a 
bin location plan that would reduce travel distance for 
harvest crews and that the plan would be easy to 
implement.  

3.1 Capacitated p-median Problem 

In general terms, the problem consists of determining 
where to locate the bins and assign apples to each bin, 
minimizing the distance covered by the workers 
during the harvest. This case can be modeled as a 
capacitated p-median problem (Hakimi, 1964, Garey 
and Johnson, 1979). Thus, the installations or 
medians correspond to the bins and the demand areas 
correspond to the apples to be harvested.  

In formulating the capacitated p-median model 
the following nomenclature is considered: 

},...,1{ nN  the set of possible bin locations 

within the sector 
},...,1{ mM  the set of apple trees in the sector     

dij the linear distance between the apple tree i, 
iM, and the possible location of the bin j, jN. 
p the number of bins needed in the sector 
k the maximum number of apple trees that can be 
assigned to a bin, 

 

The decision variables of the model are defined in 
the following manner:   

yj {0,1}, where yj = 1 if a bin is located in 
position j, yj = 0; if not, jN. 

xij {0,1}, where xij = 1 if apple tree i is assigned 
to the bin located in j, xij = 0; if not, iM, jN. 

Thus, the formulation of the capacitated p-median 
model is as follows: 
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yj 0,1,  jN, (5) 
xij 0,1, iM, jN.  (6) 

 
The objective function (1) seeks to minimize the 

sum of the distances covered by the harvesters from 
each apple tree to each assigned bin. The set of 
restrictions (2) guarantees that each apple tree be 
assigned to a single bin, while the set of restrictions 
(3) assures that a bin located in j can be assigned, at 
the most, to k apple trees. The restriction (4) 
establishes that p bins must be located.  Finally, 
restrictions (5) and (6) define the variables that must 
be binary. 

3.2 Estimation of Parameters Used in 
the Model 

The model parameters are calculated in agreement 
with the description of the problem given in Section 
2; those being: distance between an apple tree and the 
possible bin location points; number of bins to be 
located in each sector; capacity of each bin (measured 
in trees), which differs according to apple variety; and 
plantation characteristics by sector, that is, the 
number of trees planted and fruit count before 
harvest. 

The potential bin locations are represented as 
discrete points established midway between apple 
tree rows and equidistant among the trees. The 
quantity of potential locations will depend on the 
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plantation density, the distribution of pollinating trees 
and quantity of trees per row of surface area. 

The distance dij (in meters) between apple tree i 
and the potential bin location j is obtained by 
calculating the Euclidian distance, given that it is a 
good approximation of the real distance covered by 
the harvest workers, since, generally there are no 
obstacles to covering the distance by walking in a 
straight line. 

The parameter p indicates the number of bins to 
be located in a surface area to receive the gathered 
apples. Its value is determined with the following 
formula: 

    afbSS FPCmTAPNp    (7) 

Where:  
PNS: kg estimated net production for a sector.  
TAS: total trees of the variety to be harvested 
planted in a sector. 
Pf: percentage of fruit on the tree with sufficient 
maturity for collecting.  
Cb: Capacity of the bin selected for the harvest, 
measured in kg. 
m: number of apple trees in the sector. 
Fa: adjustment factor. 
 
The adjustment factor permits defining a margin 

of security in order to avoid running out of bins 
during the harvest. In this case 1.1 was considered for 
the Fa. This value was obtained from the average of 
the variation coefficients in the production of the 
apple trees, which was 10%. 

Once the p parameter has been obtained, the k 
parameter is calculated. It represents the quantity of 
trees it is feasible to assign to a bin when harvesting 
a particular variety so the unit of measurement is 
trees/bin. The formula is calculated as follows: 

                         



 p
mk

 (8) 

Formula (8) establishes that if the result is a 
decimal, it is rounded up to the next integer, given that 
k must be a whole number. 

4 CASE STUDY 

Data was taken from an orchard in the Maule Region, 
Chile that has an apple tree plantation of more than 
66 hectares. The varieties of trees occupying the most 
surface area of the orchard were included, these being 
Royal Gala, Early Red One and Granny Smith. Each 

section of the orchard corresponds to the area where 
a specific variety is planted of which the number of 
hectares may vary. These sections present different 
types of harvesting; the Royal Gala is harvested by 
selective picking and the Early Red One and Granny 
Smith are harvested by strip picking. As is described 
by Gil (2004), in selective pickings, the sector must 
be covered at least three times during the season since 
the fruit does not mature homogeneously. In strip 
picking, the sectors are covered only once, harvesting 
all the fruit from the trees.  

The instances of the location models were solved 
using the optimization software, CPLEX 12.0, 
academic version, for integer linear programming 
problems.  

To generate the parameters of the capacitated p-
median model it is necessary to obtain information 
about the characteristics and production of the 
sectors, which has to be periodically revised, and also 
data about the previous and current season. The 
required information for each sector is as follows: 
trees planted, surface area (in hectares), location of 
the pollinating trees, number of pollinating trees per 
sector and per row, plantation density, year of 
plantation, number of trees per row and per sector. 
The required data from the previous season include 
the kilograms of apples sent to a packing plant, 
kilograms of apples that did not meet the required 
quality parameters (discard), and the percentage of 
apples to be harvested. The necessary data from the 
current season are the tree load, the weight of the fruit 
in kilograms, the bin capacity in kilograms, an 
estimated percentage of apples that will not meet the 
required quality parameters (discard), and finally, the 
percentage of apples to be harvested. 

In regard to the data from the previous season or 
that of the current season it is important to mention 
that both types of data are not used at the same time. 
One must select which of these information sources 
to use as input for generating parameters, taking into 
consideration the rigorousness of data collection in 
each of the seasons and the seasonal variability of the 
factors that affect the harvest (climatic conditions, 
fertilizer application, fruit thinning, fruit count, tree 
replacement, among others). 

Applying the equations described in Section 3.1, 
the ranges and input parameters of the model for a 
sector are calculated with the obtained information. 
The capacity parameters and number of bins used in 
the model for each variety of apples is shown in Table 
1, in which different harvesting methods are 
observed, and hence, different input parameters. 
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Table 1: Parameters used in the capacitated p-median location model according to apple variety by sector. 

Variety Harvest Method 
Percentage of 
Harvest (%) 

Bin Capacity 
(trees/bin) (k) 

Sector Surface 
Area (ha.) 

N° of bins to be 
located per 
sector (p) 

Early Red One  Strip picking 100 9 4.5 685 
Granny Smith Strip picking 100 8 4.6 696 
Royal Gala  Strip picking 100 7 6.4 848 
Royal Gala Selective 

pickings 
80 8 6.4 680 

Royal Gala Selective 
pickings 

60 10 6.4 508 

Royal Gala Selective 
pickings 

40 14 6.4 336 

Royal Gala Selective 
pickings 

20 28 6.4 181 

 
5 RESULTS AND DISCUSSION 

In this section the main bin distribution proposals 
obtained when applying the capacitated p-median 
model are presented. The results for the Early Red 
One and Royal Gala varieties that have the strip 
picking and selective picking methods, respectively, 
are described in greater detail. 

With the information from the previous harvest 
season (2010) a plan for collecting according to sector 
was obtained, indicating the spatial distribution of the 
bins, and the distance between the bins (metric and 
practical).The practical distance is understood as the 
number of trees there should be between individual 
bins. It turns out that this distance is easier to explain 
to the tractor drivers who distribute the bins since it is 
only necessary to indicate the space (number of trees) 
that should be left between containers. 

To estimate the harvest plan and the average 
distance covered by the seasonal workers in Sector 
M13 that has the Early Red One variety, the following 
information is used: 259,321 kg net weight harvested 
in the 2010 season, 379 kg average bin capacity and 
the strip picking harvesting method.  

After applying the model, it was found that the 
average distance from the trees to their assigned bin 
covered by the harvest workers is 2.94 m, 
approximately.  Considering the 119 rows in this 
sector, 685 bins should be located there in order to 
collect all of the apples. 

Table 2: Bin location plan in the sector with Early Red One 
at 100% harvest. 

Bin Location Plan 

Sector: Early Red 
One 

Harvest method: Strip picking 

 
Between 

Rows 

Number 
of bins 

 
Number 

of 
apple 
trees 

 
Metric 

distance 

 
Practical 
distance 

     
1 2 11 99 7.9 4 

3 4 12 101 7.4 4 

5 6 11 99 7.9 4 

7 8 12 101 7.4 4 

9 10 11 99 7.9 4 

11 12 12 101 7.4 4 

13 14 11 99 7.9 4 

15 16 12 101 7.4 4 

17 18 11 99 7.9 4 

19 20 12 101 7.4 4 

Part of the location plan obtained for harvesting 
the Early Red One variety which has a 4.5 ha surface 
area is shown in Table 2. For example, it is indicated 
on this table that 11 bins (second column) should be 
located between Rows 1 and 2 at a distance of 7.9 m 
(fourth column) or a practical distance of 4 trees (fifth 
column).As a reference, indicated in the third column 
is the total number of apple trees allotted to the 11 
bins for Rows 1 and 2; that is to say, the 11 bins have 
the capacity to hold the fruit collected from the 99 
apple trees between these two rows. 

The difference between the metric and practical 
distance is about 6.2%, equivalent to 0.45m, so it is 
hoped that the use of the practical distance achieves 
an improvement similar to that of the metric distance.  

Applying Mathematical Programming to Planning Bin Location in Apple Orchards

349



In order to propose the bin distribution plan for 
Sector M4 which has the Royal Gala variety, the 
following information is used: 320,766 kg net weight 
harvested in the 2010 season, 386 kg average bin 
weight and 40% of the orchard production (a 40% 
selective picking).In this application of the 
capacitated p-median model the proposal described is 
for a 40% selective picking, which generally 
corresponds to the initial selective picking of the 
season. The total surface area of the plantation 
considered in this case is 6.4 ha. 

According to the model results the seasonal 
workers must walk an average of 8.23 m from the 
apple trees to their designated bins.  

Because of the contour level irrigation system 
used in the sector with this variety, it presents a 
different number of trees per row. For this reason, on 
occasion, locating only one bin between two rows 
was proposed.  This situation is shown in Figure 1, 
where a bin is located between Rows 7 and 8, placing 
it at the end of the longest row. In this way this bin 
embraces a total of 27 apple trees at a distance of 
approximately 34 m or every 14 trees. Hence, to make 
the bin location operative, in each row a bin will be 
placed every 17 m or every 7 trees, which 
corresponds to the average distance between bins for 
a 40% selective picking (see Table 3). 

 

Figure 1: Bin location between rows 7 and 8 in the sector 
with the Royal Gala variety and the contour irrigation 
system. 

The difference between the estimated metric and 
practical distances is 3.8%, equivalent to 0.65 m. As 
with the Early Red One variety, guiding the bin 
distribution using the practical distance is simpler for 
the tractor drivers. 

For the bin location plans with different 
percentages of selective picking it was observed that 
the greater the percentage of selective picking, the 
lesser the average distance at which bins should be 
located. Following, Table 4 shows the results for 
apple varieties with a larger number of hectares 
planted in the orchard. 

Table 3: Bin location plan for the Royal Gala variety at a 
40% selective picking harvest. 

Bin Location Plan 

Sector: Royal Gala 
Harvesting method: 40% selective 

picking 

Between N° N° of Metric Practical 

Rows 
of 

bins 
Apple 
trees 

distance Distance 

2 3 3 48 19.2 8 

3 4 4 48 14.4 6 

5 6 3 38 15.0 6 

6 7 13 193 18.4 7 

7 8 1 16 Locate at the end or 
beginning of the row 

11 9 139 19.0 8 

11 12 4 52 15.6 6 

14 15 13 195 18.6 7 

17 18 2 27 15.6 6 

18 19 14 214 18.9 8 

19 20 1 16 Locate at the end or 
beginning of the row 

Table 4 indicates how many bins are needed for 
the complete harvest in a determined sector according 
to the percentage of mature fruit, the bin location 
every certain number of rows and the distances 
between them determined by the number of trees. 

It is worth mentioning that according to Gil 
(2004) it is recommended to do at least three selective 
pickings during the harvest season for the Royal Gala 
variety (sector M4), which implies covering the 
surface area planted with this variety three times. 
However, during the study season, only selective two 
pickings were carried out in the orchard for this 
variety; one 60% selective picking and the remaining 
40% was harvested by strip picking. Thus, it is 
estimated that the location plan proposed for the 60% 
selective picking reduced the average distance 
covered by 0.46 m, implying a 5.73% reduction in the 
average distance covered. Similarly, for the 40% 
selective picking the average distance covered was 
reduced by 1.81 m, which means an 18.03% reduction 
in the average distance covered. 

So, when the capacitated p-median model is 
applied, it is possible to reduce distances covered by 
the harvest personnel, where the average reduction is 
approximately 16%. This reduction in distances 
covered would allow improving the apple harvest 
productivity. 
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Table 4: Summary of the results for bin location according to apple variety by sector. 

Variety Sector 
Percentage 

Harvested (%) 

N° of bins to be 
located per 
Sector (p) 

N° of rows 
between which 
bins are to be 

located 

Average 
practical 

distance for 
locating a bin 
(number of 

trees) 
Early Red One  M13 100 685 2 4 
Granny Smith M8 100 696 2 4 
Royal Gala  M4 100 848 2 3 
Royal Gala M4 80 680 2 4 
Royal Gala M4 60 508 2 5 
Royal Gala M4 40 336 4 7 
Royal Gala M4 20 181 4 14 

 
6 CONCLUSIONS 

The capacitated p-median model was applied to the 
sectors of larger size in an orchard located in the 
Maule Region, Chile, where parameters representing 
the characteristics of each sector were used. 
Therefore, the model is flexible in that it adapts to the 
conditions in a specific surface area, taking into 
account different input sources. Moreover, it permits 
the use of various bin capacities, making it adaptable 
to other types of pome fruit harvest.  

In this study a bin location plan was proposed 
for harvesting the Early Red One, Granny Smith and 
Royal Gala varieties, which resulted in a reduction in 
the average distance covered between the apple trees 
and their specific container of 16.48%, 28.38% and 
11.88%, respectively. This reduction in the distances 
covered would permit an increase in worker 
productivity and a reduction in harvest operational 
costs. However, given that there was no study done 
on harvest times and associated costs, it was not 
possible to estimate these effects. 

The suggested location model can be applied to 
the harvest of pollinating trees as well, considering 
these trees represent 11% of the plantation area.  

The harvesting process reflects several 
opportunities for research intended to improve its 
operation. For example, the system used to determine 
the fruit load is not based on any statistical procedure 
to validate its reliability. Therefore, a study could be 
done based on the particular characteristics of each 
sector keeping in mind the respective maturity 
indicators (such as fruit color), and the associated 
agro climatic variables.  

The plantation characteristics of each sector are 
important parameters to consider for the harvest so 
maintaining up-to-date information about these 
parameters is necessary for making good decisions. 

However, not all the orchards consistently carry out 
this activity. In the case of the study orchard, the exact 
distribution of the pollinating trees within a sector is 
unknown to the administration; they have only an 
estimated ratio of pollinating trees per sector, which 
is approximately 11%. According to what was 
observed for the analyzed varieties, the distribution of 
the pollinating trees depends on the variety planted in 
the sector. Also, it should be taken into account that 
the harvest of these pollinating trees does not occur at 
the same time as that of the main variety, which 
involves planning a different harvest in the same 
sector. 

In future research it is recommended to study the 
operations involved in harvesting the pollinating trees 
with stationary bins and bin-carrying carts since it 
could improve the assignment of machinery for the 
harvest and reduce its cost. This is relevant since, as 
previously mentioned, the pollinating trees represent 
approximately 11% of the trees planted in a sector. 
Thus, for the largest sector in the orchard (sector M4) 
with 6.4 hectares planted with approximately 5,690 
apple trees in all, the 11% pollinating trees 
corresponds to 626 apple trees which must be 
harvested. This illustrates the complexity of harvest 
planning for this sector.  Moreover, this difficulty 
increases considering that during the season several 
sectors are harvested at the same time. 

Finally, other research opportunities arise from 
the development of simulation models to plan the 
machinery needed for the harvest and the application 
of vehicle routing models for the purpose of 
minimizing distances and fuel costs for the tractors 
used for collecting and placing the bins in the orchard.  
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Abstract: Tomato is a raw material that easily deteriorates once harvested and loaded on trucks, losing juice and flesh. 
Therefore, the reduction of trucks’ waiting times in the receiving area of a processing plant can allow reducing 
tomato waste. In this article, we develop a model that aims to keep a continuous flow of fresh tomato to a 
paste processing plant and to decrease trucks’ waiting times in the plant receiving area. The model is used in 
a real case of a tomato paste company. The obtained solutions present a better allocation of the harvest shifts, 
allowing more uniform truck arrivals to the plant during the day. Therefore, trucks waiting times are reduced, 
decreasing raw material deterioration.

1 INTRODUCTION 

The problem of trucks congestion in tomato 
processing plants is discussed, which causes high 
trucks’ waiting times and deterioration of the 
transported raw material. 

This problem is especially relevant in the 
competitive tomato industry, where the major world 
exporters, as USA and China, with 35% and 13% of 
world production, respectively, exert a strong prices 
pressure (ODEPA, 2013). In 2012, Chile ranked tenth 
in the export of tomato paste, with about 100 
thousand tons exported per year. On the other hand, 
the main tomato paste consumers markets are located 
in Europe, Africa, Asia and Middle East, very far 
from Chile. Because of this, Chilean companies are 
constantly seeking to increase their productivity and 
reduce their production costs. 

In the supply chain of tomato paste, the 
coordination between harvesting, transportation and 
production stages is necessary because of during a 
production season the plants work 24 hours. In this 
sense, a good coordination allows to obtain a 
continuous fresh tomato supply to the plants during 
the day, reducing trucks’ waiting times and avoiding 
fresh tomato deterioration. Therefore, the 
productivity of raw material conversion is increased 
and so, the production and transportation costs are 
diminished. 

Many researchers have addressed the supply chain 
planning and coordination of agrifood produce. 
Ahumada and Villalobos (2009), Díaz-Madroñero et 
al. (2015) and Soto-Silva et al. (2016) present reviews 
of optimization models that support decisions in 
different stages of the supply chain, and for different 
kind of agricultural products. 

Related to harvest planning coordination, in the 
literature is possible to found a considerable number 
of articles devoted to the sugarcane industry (Higgins, 
2006, López-Milán, and Plà-Aragonés, 2015, 
Pathumnakul and Nakrachata-Amon, 2015, Lamsal et 
al., 2015, Lamsal et al., 2016, among others). 
However, these models are usually specific to each 
country and industry, because of differing levels and 
different infrastructures of vertical integration, as 
specified by Lamsal et al. (2016). 

In their work, Higgins (2006) and Lamsal et al. 
(2015, 2016) present optimization models that aim to 
reduce trucks’ waiting times. 

Higgins (2006) presents a mixed integer 
programming model, which deals with the trucks 
congestion problem in the sugar mills of Australia. 
The model seeks to minimize the trucks’ queue time 
and the sum of the mills’ idle time. This model has a 
high complexity, because of it also incorporates the 
generated queue in each each mill. For this reason, 
Variable Neighborhood Search (VNS) and Tabu 
Search algorithms are developed to solve it. 
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Lamsal et al. (2015) propose an integer 
programming model that seeks to coordinate the 
harvest and transport of sugarcane supply chain in 
order to reduce trucks waiting times. For achieving 
this goal, the proposed model maximizes the 
minimum gap between two successive arrivals in a 
sugar mill. 

Lamsal et al. (2016) propose a model to plan 
trucks movement between harvest and plants. This 
model is applicable when there are multiple and 
independent producers and it is not convenient to 
store fresh produce in the place of the harvest. The 
methodology used by these authors is divided in two 
stages. In the first stage, a model to determine the 
harvest start times is run. In the second stage, an 
algorithm for determining the number of trucks to 
transport raw materials is executed. 

In this research is applied a version of the model 
developed by Lamsal et al. (2016), using data from a 
Chilean company. The company requires a tool for 
supporting decision to determine start times of tomato 
harvesting machines and the number of trucks to 
assign in each farm, every day. In this way, the 
company can guarantee a continuous flow of raw 
materials to the plants and to reduce trucks’ waiting 
times and the tomato deterioration. 

Therefore, this paper is structured as follows. In 
Section 2, the description of transport and harvest 
problem is presented. In Section 3, the proposed 
mathematical model for determining daily harvest 
start times of each tomato farm is explained and, in 
Section 4, a case study of the tomato paste company 
is carried out. Finally, in Section 5 the conclusions as 
further research are presented. 

2 HARVEST PLANNING AND 
TRANSPORT TO A TOMATO 
PROCESSING PLANT 

In agribusiness, companies generally ensure their 
plants’ supplies by purchasing fresh raw materials 
from different suppliers, located in areas as near as 
possible to the plants. For this reason, before the 
harvest season, the companies make contracts to 
purchase all the yield of the suppliers’ farms. This 
behaviour is also observed in the tomato industry. 

In the harvest season, the tomato harvesting 
machines are outsourced and they move to each farm 
according to the harvest plan established by the 
company. 

As the tomato harvesting activities, the fresh raw 
material transport from the harvest sites to the 
processing plants is also outsourced. 

Every day, the selection of tomato farms to be 
harvested is performed according to the information 
about tomato ripening in each field and the daily 
demand of each plant. The trucks allocation to the 
farms depend on each transport contractor, which has 
assigned one or more harvesting machines. The 
contractor is responsible for determining which truck 
will transport fresh tomato to a plant, based on the 
number of daily truckload per harvesting machine 
estimated by the company. In general, it does not exist 
a decision support system for carrying out this 
activity. 

Each company determines the working hours of 
tomato harvesting machines, but it is very common 
that companies have fixed shifts during the day. Most 
harvesting machines are used during the morning and 
the afternoon that involves high trucks demand in 
these periods. 

Once a truck arrives to the receiving area of a 
plant, a download code is assigned to it. 
Subsequently, it is weighed and recorded at the 
gathering place, where trucks wait their shift to the 
next stage. Once the plant requires its fresh raw 
material, the truck goes to the quality control process, 
where the percentage of damage is determined based 
on a sample of 20 kilograms. Finally, the truck is 
directed to a defined placement area where it 
proceeds to unload the tomato. 

The plants operate 24 hours every day, therefore, 
they require a continuous flow of raw material and, 
consequently, a continuous flow of trucks. However, 
because of work shifts established for the farms are 
mainly concentrated during the morning and the 
afternoon, the truck arrivals to the receiving area of 
the plants are concentrated from the afternoon. This 
situation causes trucks congestion, so each truck 
waits in the receiving area on average four hours. This 
problem involves an increase of transportation costs 
due to the number of hours spent by trucks in the 
receiving area and implies a tomato deterioration 
during waiting time, because of juice and flesh loss. 

In Table 1, the effect of waiting times decrease for 
a constant level of production is shown. It is possible 
to observe that a decrease in one hour of waiting 
times, for a same level of production, reduces in 85.4 
tons the plant raw material requirements. These data 
were obtained from a Chilean company that 
manufactures tomato paste. 
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Table 1: Effect of waiting times in tomato deterioration. 

Decrease in 
the waiting 
time (hour) 

No. kg tomato 
per kg tomato 

paste 

No. ton 
of 

tomatoes 

Daily 
savings 

(ton) 
0:30 5,42 3.004,6 40,8 
1:00 5,34 2.960,0 85,4 
1:30 5,25 2.912,5 132,9 
2:00 5,16 2.861,7 183,7 
2:30 5,06 2.807,8 237,6 

In this sense, in order to improve the supply 
efficiency, the development of a model to plan 
operations for both, harvest and transport activities, is 
necessary, aiming to obtain a constant flow of trucks 
during the day, to decrease the trucks waiting times at 
the receiving area of plants and so, to reduce raw 
material deterioration. 

3 MODEL FOR HARVEST 
PLANNING 

The following sets are used in the model: 
Ci: set of loads at farm i, i ∈ I, j ∈	Ci. 
I: set of farms to be harvested. 

The parameters considered by the model are the 
following: 
n: number of blocks of time in which the day is 

divided. 
a: start time of the block k, for k= 0, 1, …, n. 

Furthermore a<	aଵ<aଶ…<	a, where a 
represents the end time of the delivery window. 

hi: time required to harvest a load at farm i, i ∈ I. 
Nk: unloading capacity in the plant for each block 

k=0, 1, …, n-1.  
ti: travel time between farm i and the plant, i ∈ I. 
α: penalization associated with the deviation of the 

plant’s unloading capacity. 
lmt: maximum number of farms that can be harvested 

in shift 3. 

The decision variables of the model are the 
following: 
x୧୨: arrival time at the plant of ith farm’s jth load, i ∈ 

I y j ∈ Ci. 
y୧: time when the harvesting starts at farm I, i ∈ I.  
ߣ
 : ∈ R+ and expresses the instant in which the jth 

load of the ith farm lies between the time a  and 
aାଵ, i ∈ I, j ∈ Ci and k= 0, 1, …, n.   

ܾ
 : ∈ {0,1}, where ܾ

  = 1 if the ith farm’s jth load 
arrives between a and aାଵ, ܾ

  = 0 otherwise. 

ܵܥ
	 : surplus capacity or positive deviation from the 
plant’s unloading capacity, k= 0, 1, …, n-1. 

ܨܥ
	 : slack capacity or negative deviation from the 
plant’s unloading capacity, k= 0, 1, …, n-1. 

ܯ ܺ:  ∈ {0,1}, where ܯ ܺ = 1 if the shift 3 is 
available to be assigned in the farm i, ܯ ܺ = 0 
otherwise. 
The formulation of the proposed model for 

harvest planning is presented in this section. The 
indices, parameters and decision variables of the 
model can be founded in the Appendix. 
 
Mathematical formulation 

Min Z ൌሺα ∗ CF୩  ሺ1 െ αሻ ∗ CS୩
	 ሻ	

୬ିଵ

୩ୀ

 (1)

s.t.  

x୧୨ ൌ y୧  j ∗ h୧  t୧ ∀i		 ∈ 	I, j		 ∈ C୧ (2)

x୧୨ ൌ ሺλ୧୨
୩

୬

୩ୀ

∗ a୩ሻ ∀i	 ∈ 		I, j	 ∈ C୧ (3)

λ୧୨
୩

୬

୩ୀ

ൌ 1 ∀i ∈ I, j	 ∈ C୧ (4)

λ୧୨
  b୧୨

 ∀i ∈ I, j	 ∈ C୧ (5)

λ୧୨
୩  b୧୨

୩ିଵ  b୧୨
୩ ∀i	 ∈ I, j	 ∈ C୧,

k ∈ 1,… , n 
(6)

b୧୨
୬ ൌ 0 ∀i ∈ 		I, j	 ∈ C୧ (7)

b୧୨
୩

୬

୩ୀ

ൌ 1 ∀i ∈ 		I, j	 ∈ C୧ (8)

 b୧୨
୩

୨ ∈େ୧ ∈ ୍

 CS୩
	 െ CF୩

	 ൌ N୩			∀k

∈ 0,… , n െ 1 

(9)

b୧୨
୩ Єሼ0,1ሽ ∀i ∈ I, j ∈ C୧, k ∈ 0,… , n (10)

λ୧୨
୩ Єሾ0,1ሿ ∀i ∈ I, j ∈ C୧, k ∈ 0,… , n (11)

CF୩, CS୩  0 ∀k ∈ 0,… , n െ 1 (12)

y୧  0 ∀i ∈ I (13)

x୧୨  0 ∀i ∈ I, j	 ∈ C୧ (14)

Supporting Harvest Planning Decisions in the Tomato Industry

355



The objective function minimizes positive and 
negative deviation from the plant’s unloading 
capacity. Depending on the case can be penalized just 
one of the deviation or more heavily in one direction 
than the deviation on the other side. For example, to 
achieve a high utilization of the plant should be 
penalized the slack capacity (CF୩

	 ) and to minimize 
the downtime of the trucks should be penalized 
specially the surplus capacity (CS୩

	 ). 
Constraint (2) states that the arrival time at the 

plant of ith farm’s jth load depends on the harvest start 
time in the farm i, the harvest rate at that farm and the 
travel time between the farm and the plant. Constraint 
(3) – (8) determine the arrival time through a convex 
combination of the beginning and the end time of 
each block into which the arrival falls. 

Constraint (9) determines the slack or surplus 
capacity in each block by comparing the quantity of 
inputs with the unloading capacity. 

Finally, the constraints (10) – (14) stablish the 
nature of the decision variables. 

4 CASE STUDY  

In this section the model is used in a real case, which 
is based on data from a tomato paste company. 

This company has two production plants, where 
annually 550,000 tons of fresh tomato are processed. 
The raw material is purchased from different farmers 
and it is daily harvested using 40 tomato harvesting 
machines. These harvesters are mostly subcontracted 
and assigned to the farms according to the percentage 
of tomato ready to be harvested in each one (from 
90% of ripe tomato). For this assignment is used a 
manual scheduling. 

The company works with three work shifts, which 
start at 07:00, 13:00 and 17:00 hours; shifts 1, 2 and 
3, respectively. In addition, its plants operate 24 hours 
a day. In order that the model assigns to the harvesting 
machines these times, the function (15) is established. 
It is important to mention that 7 hours are subtracted 
from the schedules with the aim of working with 
values between 0-24. 
 

ݕ ൌ ൝
0: 00	
6: 00

10: 00 ∗ ܯ	 ܺ

						∀i		 ∈ 	I (15)

 
At the same time, because it is difficult to harvest 

at night (shift 3), a binary variable (MXi) and 
restriction (16) is defined. Thus, the total number of 
shifts 3 assigned to the harvesters is restricted. 

ܯ ܺ

୧ ∈ ୍

 ݐ݈݉ ∀i	 ∈ 		I			 (16)

4.1 Dataset 

To implement the model are used data of harvest from 
the season 2016 for one of the plants of the company. 
This plant is normally supplied for 12 farms. 

Table 2 shows the data of the farms that supply 
the plant. 

Table 2: Number of loads, travel time and harvest time from 
the farms that supply the plant. 

Farm Number of 
loads 

Harvest 
time (hour) 

Travel time 
(hour) 

#1 9 1,1 1,6 
#2 6 1,7 0,8 
#3 10 1,0 0,3 
#4 4 2,5 0,6 
#5 3 3,3 1,5 
#6 7 1,4 0,6 
#7 8 1,3 0,3 
#8 6 1,7 0,9 
#9 6 1,7 1,1 

#10 5 2,0 0,3 
#11 9 1,1 0,3 
#12 10 1,0 0,8 

The case study was performed on an 2,40 GHz 
Intel Core i3 CPU running the Windows 10 operating 
system. The computational results associated to the 
case study are obtained using IBM ILOG CPLEX 
Optimization Studio version 12.6. 

Three scenarios are solved, since the maximum 
number of work shifts 3 to be allocated is modified. 
The first run (case 1) uses the same proportion of 
harvesting machines in each shift that the company 
assigned on that day for the farms. With this, the goal 
is to determine the optimal distribution while 
maintaining the number of harvesting machines 
working on each shift. In the second run (case 2) is 
limited to a maximum of 25% of the farms to be 
harvested on shift 3. This equates to a maximum of 
three farms. Finally, in the third run (case 3) the 
amount of farms that can be harvested in shift 3 is not 
limited. 

For all instances, the software takes less than 1 
minute. It is noteworthy that, since it is a daily 
planning, are needed low runtimes software. 
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Figure 1: Distribution of arrivals during the day. 

 
Figure 2: Waiting times per hour for each case. 

4.2 Main Results 

Table 3 compares the real shifts assigned to the farms 
with those obtained by the model. It can be seen that 
in the real distribution of harvesters (real allocation 
and case 1), the schedule most commonly used is the 
shift 1. On the other hand, the schedules for 
unrestricted modelled case (case 3) are spread more 
evenly between shift 1 and shift 3. This is based on 
that, a more even distribution of shifts during the day, 
allows more uniformity in the arrival of trucks and, 
consequently, of load and raw materials. Regarding 
the case with restriction (case 2), similar results are 
obtained to the real distribution (case 1). However, 
greater use of shift 2 and shift 3 is observed. 
 
 

Table 3: Results for each case. 

Shift Real 
allocation 

and Case 1 

Limited 
allocation 
in shift 3 
(Case 2) 

No limited 
allocation in 
shift 3 (Case 

3) 
#1 10 6 5 
#2 1 3 1 
#3 1 3 6 

Figure 1 shows arrivals of trucks to the plant for 
each case. It can be seen that for the real case the most 
trucks arrive at the plant during 8:00 and 16:00 hours. 
For case 1, which considers the same proportion of 
harvesting machines in each shift that the real 
allocation, is observed a high arrival rate until about 
19:00 hours. The allocation of work shifts, which are 
obtained for the optimization model for case 2, 

Supporting Harvest Planning Decisions in the Tomato Industry

357



generate a more uniform distribution during the day 
compared to the two previous cases. Finally, arrivals 
associated to case 3 present a high uniformity. 

In order to analyse the impact of the model 
solutions in improving the planning of harvest shifts, 
software Arena Simulation, version 14.7 is used to 
perform this analysis. The simulation allows to 
calculate waiting times and queues generated on the 
plants in each case. 

Figure 2 shows waiting times of the trucks in plant 
in relation to its arrival time. The graph shows a 
significant decrease in waiting times for cases 2 and 
3, compared to cases 1. It is important to note that, for 
example, the trucks arriving at 18:00 hours, based on 
the allocation of real case and case 1, must wait about 
8 hours in the plant for the download process. With 
respect to cases 2 and 3, waiting times decrease 
considerably, obtaining a waiting on plant close to 3 
hours at 18:00 hours. 

Table 4 shows the average and maximum waiting 
times, as well as the number of trucks in queue for 
each case. 

For case 1 are obtained average waiting times 4:51 
hours, which represents a decrease of about 30 
minutes compared to the real case. With respect to 
case 2 and case 3 it is obtained a considerable 
reduction in waiting times for trucks on plant 
compared to real case and case 1, yielding an average 
of 2:53 hours for case 2 and 2:22 hours case 3. With 
respect to the number of trucks that are in plant for 
the download process is obtained on average 8.5 
trucks for case 2 and 6.9 trucks for case 3. 

The implementation of the model in case 3 causes 
a decrease in waiting times of up to 3 hours compared 
to the real case. At the same time, the schedules that 
consider restrictions on the amount of farm that can 
be harvested in shift 3 (case 2) provide equally better 
results than manual planning. It is important to 
emphasize that the scenarios with constraints on shift 
3 are more likely to implement in the operations of 
the company, since working during night hours is 
more dangerous because of the lack of light and 
because the night shifts are more difficult to manage 
and control. 

Based on these results, it is possible to conclude 
that the use of the model allows to obtain a better 
allocation of the harvest shifts, which allows truck 
arrivals more uniform during the day and, therefore, 
shorter waiting times and a decrease in the 
deterioration of the raw material. 

Table 4: Waiting times and trucks queued for each case, 
according to the simulation. 

Wait time 
(hour) 

Number of 
trucks in queue 

Current 
case 

Average 5:22:00 16,2 
Maximum 9:23:12 33 

Case 1 Average 4:51:42 13,2 
Maximum 8:54:14 26 

Case 2 Average 2:53:35 8,5 
Maximum 5:23:33 18 

Case 3 Average 2:22:47 6,9 
Maximum 3:52:55 13 

5 CONCLUSIONS 

The optimization model was used in a real case of a 
tomato paste company. In this application, three cases 
were analyzed. The first case use the same shifts’ 
distribution established by the company (case 1). The 
second case allows only to allocate a maximum of 
25% of the farms in the shift 3 (case 2). Finally, the 
last case does not limit the allocation of the farms in 
every shift (case 3). 

The use of the model allows obtaining better shift 
allocation of harvesting machines, which improves 
the arrival distribution of trucks into the plants. The 
case 3, that does not limit the number of farms 
assigned to shift 3, presents the best harvesting 
machines allocation, which helps to reduce the 
trucks’ waiting times in about three hours. However, 
this allocation is difficult to implement in any 
agribusiness company, because it requires that many 
farms be allocated in the evening or night shift (shift 
3). In general, workers do not like be assigned at the 
last shift. Additionally, night shifts are difficult to 
manage and control. 

For the other hand, the company can implement 
more easily the obtained solutions for cases 1 and 2. 
The model solution for case 1 distributes in a better 
way than the current situation, the farms and 
harvesting machines allocated in each shift. The 
solution for case 2, that allows an increase up to 25 
percent of farms assigned to shift 3, is more feasible 
to be implemented by the company and shows a 
decrease of about 2:30 hours of trucks’ waiting time. 

According to these results, the impact of solutions 
implementation in the company could be high. If a 
decrease of about 2:30 hours of trucks’ waiting time 
takes place, based on the data presented in Table 1, 
saving of around 237.6 tons of tomato could be 
obtained. Similarly, the obtained solution in case 1 
could allow savings of 40.8 tons per day. In addition, 
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reducing trucks waiting times in the plant could speed 
up the tomato supply and help to reduce the number 
of trucks required for transportation, causing a 
decrease of transportation costs. 

The use of the model for assigning harvest shifts 
obtain better and faster results than the current 
allocation method utilized by the company. 
Moreover, the model execution requires little 
computational time for obtaining solutions, which is 
a necessary condition for a daily planning. For 
implementing the model, a following stage is to 
develop decision support system, so users could 
interact easily with the model entering data and 
parameters, and getting suitable harvest plan reports. 

For future extensions of the model, it could be 
interesting to plan harvest activities for a longer 
period, as for example a week. This dynamic model 
could include the reduction of harvesting machines’ 
shift changes that are not considered when a daily 
plan is executed. Furthermore, this new model 
extension could also minimize harvesting machines 
displacement during the period. 
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Abstract: Here, we propose a method to design a charging infrastructure for a fleet of electric vehicles such as a fleet
of taxicabs, fleet of vans used in the city logistics or a fleet of shared vehicles, operating in large urban areas.
Design of a charging infrastructure includes decisions about charging stations location and number of charging
points at each station. It is assumed that the fleet is originally composed of vehicles equipped with an internal
combustion engine, however, the operator is wishing to replace them with fully electric vehicles. To avoid an
interaction with other electric vehicles it is required to design a private network of charging stations that will be
specifically adapted to the operation of a fleet. It is often possible to use GPS traces of vehicles characterizing
actual travel patterns of individual vehicles. First, to derive a suitable set of candidate locations from GPS
data, we propose a practical procedure where the outcomes can be simply controlled by setting few parameter
values. Second, we formulate a mathematical model that combines location and scheduling decisions to ensure
that requirements of vehicles can be satisfied. We validate the applicability of our approach by applying it to
the data characterizing a large taxicab fleet operating in the city of Stockholm. Our results indicate that this
approach can be used to estimate the minimal requirements to set up the charging infrastructure.

1 INTRODUCTION

Road transport produces 20% of total carbon diox-
ide (CO2) emissions, which is the main greenhouse
gas. While these emissions decreased by 3.3% in
2012, they are still 20.5% higher than in 2011 and it
could have been even more if there is no economic
crises (Europen Commision, 2015). It is therefore
expected that in order to reduce CO2 emission in
densely populated urban areas, it will be desired to
continue electrification of individual and public trans-
port. However, electrification of transport itself does
not ensure the reduction of CO2 emission, also the the
higher penetration of renewable sources of electrical
energy is necessary. Advances in battery technologies
and continuously decreasing prices of electric vehi-
cles may soon increase the interest in converting large
fleets of vehicles serving urban areas into electric, be-
cause the expected benefits could be considerable due
to high utilization of such vehicles. Thus, high pur-
chase costs of a new electric vehicle can be more eas-
ily compensated by lower operational costs. To avoid

delays in charging, caused by interaction with other
electric vehicles, a choice of a fleet operator can be to
build their own charging infrastructure.

The topic of planning charging infrastructure for
electric vehicles is rapidly growing in the scientific lit-
erature. The attention of researchers has been focus-
ing on creating models that would be able to predict
the future expansion of electric vehicles (Sears et al.,
2014) as well as models designed to estimate the size
of the future demand for charging vehicles (Yi and
Bauer, 2014). An approach, where GPS traces of ve-
hicles collected in two Italian cities were used to ex-
tract the travel behaviour and to estimate the expected
demand for charging vehicles, was used in (Paffumi
et al., 2015; Gennaro et al., 2015). Such analysis can
provide valuable hints when searching for suitable po-
sitions of charging stations. Data driven approach to
predict the penetration of EVs in the region of Lis-
bon and the future refuelling demand was proposed
in (Frade et al., 2011).

Optimization algorithms have been often used to
address this problem as well. In (Dickerman and Har-
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rison, 2010) was used a city transportation model to
verify various locations of charging stations, which
were generated by the genetic algorithm. A bi-level
approach was proposed by (Jung et al., 2014). On
the upper level is solved the location problem (con-
sidering the capacity of charging stations), where the
total costs and waiting time are minimized. On the
lower level is used simulation approach to evaluate
each design. Simulation as a validation tool has
been used relatively often (Sweda and Klabjan, 2011).
In (Xi et al., 2013) authors developed the simulation-
optimization approach, where the area is divided into
regions. The OD-matrix for the regions is known and
it is used to estimate the EV flows between them. Lin-
ear IP model is used to determine the location and size
of charging stations subject to limited budget. Simu-
lation model is used to estimate the expected number
of vehicles successfully charged at each candidate lo-
cation. (Dong et al., 2014) proposed an approach that
allows for analyzing the impact of public charging in-
frastructure deployment on increasing electric miles
travelled. A genetic algorithm is used to find loca-
tions of charging stations and it is evaluated by the
activity-based assessment method. Combination of
a simulation approach with a genetic algorithm that
utilizes GPS traces of vehicles was presented in (Tu
et al., 2015).

Several authors considered a location problem
leading to a mixed integer programming problem. For
example, in (Chen et al., 2013) the demand for charg-
ing electric vehicles on public parking lots was esti-
mated, based on a traffic survey conducted in the city
of Seattle. The suitable location of charging stations
was found by minimising the costs and the optimi-
sation problem was solved by a general purpose opti-
misation solver. A similar methodology was also used
for the city of Lyon (Baouche et al., 2014) and the city
of Coimbra (Cavadas et al., 2014). When designing
a network of charging stations, capacity constraints
are typically included in the model (Lam et al., 2014;
Ghamami et al., 2016) and apart from minimising
costs, the area covered within the driving distance
is maximised (Yi and Bauer, 2014). Methodologi-
cally different approach has been presented in (Mom-
tazpour et al., 2012). Here authors considered con-
straints implied by the daily activity of car users and
the capacity of electrical network and the location of
charging stations were found by the clustering algo-
rithm. The advantage of this approach is that several
types of constraints can be taken into account simul-
taneously, without significantly affecting the compu-
tational complexity of the algorithm.

The special class of models was developed to
cover trajectories of vehicles (MirHassani and Ebrazi,

2013; Capar et al., 2013). This approach is applica-
ble in the design of the charging infrastructure along
a highway to cover for long distance trips. An elegant
way how to locate charging stations along the paths
was proposed by (MirHassani and Ebrazi, 2013). The
approach is based on adding artificial links to the net-
work graph conecting places that fulfil some reach-
ability rules. The model locates the minimum num-
ber of refuelling stations along paths to make the path
traversal feasible. The approach (Chung and Kwon,
2015) further extends (MirHassani and Ebrazi, 2013)
by considering multi-period case.

As our contribution, we propose an approach that
is purely based on an optimization approach where we
combine location and scheduling problems and thus
we avoid the need to validate the locations and ca-
pacity of charging stations by computer simulations.
Because the approach is based on historic data it can
be used to estimate the minimum design of the sys-
tem that is sufficient to cope with various scenarios
occurring in the past.

The paper is organized as follow: in section 2 we
describe the data requirements and the methodology.
In section 3, we describe the data used in the case
study and we introduce the results of numerical exper-
iments. To conclude, we summarise our main findings
in section 4.

2 METHODOLOGY

2.1 Data Requirements

The proposed method to design the network of pri-
vate charging stations relies on two datasets. The
first dataset is expected to contain historical low-
frequency GPS data describing the mobility patterns
of individual vehicles that belong to the fleet. Data
should be collected for several, typical and suffi-
ciently long time periods representing relevant sce-
narios that should be included in the design of the
charging network. To collect low frequency data is
much easier in practice as there is no need to use ex-
pensive GPS trackers, however, such data are not pre-
cise enough to determine the travel distances. There-
fore we need the graph model of the road network
including data about nodes, edges and their elevation.
Using this data we can perform the map matching and
estime the travel distances much more precisely by in-
ducing them from the road network.
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2.2 Algorithm to Determine a
Candidate Set of Charging Station
Locations

In this paper, we will explore the case where to
recharge an electric vehicle, we use only the time
when it is parking for a long enough time. Thus, if
possible, we do not wish to affect the current trajecto-
ries that are taken by vehicle drivers. The proposed
methodology allows then to evaluate what percent-
age of vehicles could be transformed to electric ve-
hicles without affecting their operation with the mini-
mal requirements on building the charging infrastruc-
ture. Therefore, we use the historic GPS data to iden-
tify the set of suitable candidate locations for charging
stations. Here, we aim to identify locations where the
large number of vehicles frequently parks. To do so,
we proposed the following two-phase procedure:

• Phase 1: Identify the set of candidate locations
for charging stations as locations where many ve-
hicles tend to park for a long enough time.

• Phase 2: Identify the set of vehicles that can be
served by selected set of candidate locations.

To determine the set of candidate locations, fol-
lowing parameters are used. As an parking event we
identify the time period, when the average speed of a
vehicle is below the maximum speed limit Vmax for at
least a time period of Tmin. To ensure that we select a
relevant set of candidate location we require for each
candidate to be associated with at least Mmin parking
events taking place in its circular neighbourhood de-
fined by the radius of Rmax.

In the first phase, we process one-by-one the GPS
traces of all vehicles executing the following steps
(see Figure 1):
• Step 1: Identify in the GPS trace the traversals

that have the average speed below the speed limit
Vmax.

• Step 2: Identify in the GPS trace the maximum
connected sequences of traversals longer than the
time period Tmin.

• Step 3: Identify as a candidate location the last
node of each connected sequence if there is no
other candidate location within the distance Rmax.
After processing all GPS traces we remove all

candidate locations that are associated with less than
Mmin parking events.

The second phase of the procedure evaluates the
proposed set of candidate locations and identifies the
set of vehicles that could be replaced by the elec-
tric vehicles. For each vehicle we evaluate its trajec-
tory and we evaluate whether it could be sufficiently

Figure 1: Diagram illustrating the identification of candi-
date locations. Nodes represent GPS position of the vehicle
in time ti, links are traversals between two GPS positions.
Black coloured links represent traversals, where the average
speed vi is below the limit Vmax and black coloured node
represents the candidate location.

recharged during parking events, to cover the travel
distances. Here we consider the unlimited capacity of
charging points being locating in each candidate lo-
cation. We assume that the capacity of each vehicle
is K (measured in kilometres), i.e. it corresponds to
the reachable driving distance. As a vehicle is driven
its state of charge is decreasing by substricting from
it the travel distance. Each time unit when the vehicle
is charged we increase its state of charge by the value
of P. We record the number of vehicles that cannot
be served by a given set of candidate locations. In the
mathematical model we consider only vehicles that
can be recharged, otherwise the proposed mathemati-
cal model has no feasible solution.

2.3 Mathematical Model

We aim to minimize the costs that are required to set
up the charging infrastructure. Due to the fact that
in our approach we expect to locate charging stations
of the same type, we minimize just the number of
charging points. Previous studies (Sweda and Klab-
jan, 2011; Xi et al., 2013; Dong et al., 2014) indicated
that an important requirement is to consider queueing
behaviour of vehicles while charging. Therefore we
formulate a location optimization problem consider-
ing the scheduling problem to ensure that there exist
a feasible schedule how to recharge vehicles.

We assume that the algorithm introduced in the
previous section was used to produce the set of candi-
date location where it is possible to locate the charg-
ing infrastructure I. To schedule the individual charg-
ing time slots we split the time into the set of non-
overlapping time intervals T . Then for each vehicle
we distinguish two possible states (see Figure 2). A
vehicle is either parking at the candidate locations and
it is available for charging or it is located somewhere
else where it cannot be charged.

The maximum number of charging stations is lim-
ited to p. We consider that the fleet is composed of
the set of vehicles C and each vehicle is equipped by
the battery, which when fully charged allows for driv-
ing the vehicle for the distance K. From the data we
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Figure 2: Diagram illustrating the movement of individual
vehicles between the candidate locations. Vehicle is either
parking at the candidate locations and thus it is available for
charging (coloured rectangles) or it is located somewhere
where it cannot be charged (coloured dashed lines).

extract for each vehicle c ∈C an ordered sequence of
parking events Rc and we determine the list Ncr of all
time intervals t ∈ T that have an overlap with parking
event r ∈ Rc. The fraction of the time interval t ∈ T
the vehicle c ∈C is parking we denote as act ∈

[
0,1
]
.

To simplify the description of the mathematical model
we define Bitc ∈ {0,1}, where Bitc = 1 if the vehicle
c ∈C parks at the location i ∈ I during the time inter-
val t ∈ T and Bitc = 0 otherwise. We use the graph of
the road network to extract the information about the
real travel distances. Vehicle c ∈C drives ucr kilome-
tres while driving from the parking event r−1 to the
parking event r. Each vehicle enters into the model
with an fictive parking event r = 0 of zero duration
and exits with an fictive parking event r = rc of zero
duration. Symbol M denotes the big−M constant.
Decisions are described by the set of variables:

• yi ∈ {0,1} for i ∈ I, where yi = 1 if the charging
station is located at the candidate location i and
yi = 0 otherwise,

• si ∈ Z+ for i ∈ I, representing the number of
charging points allocated to the station i ∈ I,

• xct ∈ {0,1} for c ∈ C, t ∈ T , where xct = 1 when
vehicle c ∈C is being charged during the time in-
terval t ∈ T and xct = 0 otherwise, and

• dcr ≥ 0 for c ∈C,r ∈ Rc∪{0}∪{rc} corresponds
to the distance that the vehicle c ∈C at the begin-
ning of the parking event r ∈ Rc is able to drive.

Making use of these notation we formulate the
location-scheduling problem that is shown in Fig-
ure 3.

In the objective function of the problem (1) we
minimize the number of located charging points.
Constraint (2) ensures that we do not locate more than
p charging stations. This constraints approximates the
limitations that are associated with the establishment
of a new charging station. Constraints (3) make sure
that we can assign charging points only to located

charging stations. In each time interval we cannot
use more charging points than available as it is spec-
ified by the set of constraints (4). We initialize the
system by limiting the driving distance to αK, where
α > 0 is parameter of the model (see constraints (5)).
Constraints (6) ensure that battery capacity is not ex-
ceeded and constraints (7) ensure contiguity in charg-
ing and discharging of batteries.

3 NUMERICAL EXPERIMENTS

3.1 Data

In the case study we consider a fleet of more than
1,500 taxicabs operating in the area of Stockholm dis-
trict, in Sweden. Each vehicle reported on average
every 90 seconds its id, GPS position, time-stamp
and information whether it is hired or not. For the
case study we selected four weeks (see Figure 4), al-
together comprised of 8,989,143 probe data records.
These four weeks represent different scenarios: week
1 is a typical spring week with 1542 taxicabs, week 2
represents typical summer week with 1526 taxicabs,
week 3 is the Christmas week with 1491 taxicabs and
week 4 is a special week, when the major disruption
of the public transport occurred due to many failed
railway connections, with 1550 taxicabs.

As the reporting frequency of probe data is rela-
tively low, to be able to measure the travel distances
more accurately we map-matched the probe data onto
the road network using the methodology proposed
in (Rahmani and Koutsopoulos, 2013). Thus, we use
the road network to estimate the travel distance. In
the digital model of the road network each link is at-
tributed a number of parameters, including the length,
presence of a traffic signal, road class, speed limit and
etc. The graph of road network used in the case study
consists of 231,839 links. In Figure 5 we show ac-
cumulated number of traversals by taxicabs over all
four weeks for all links of the road network. We have
no traversals for 97,720 links, where 96% of these are
class 5 links. Conversely, the largest frequency of us-
age we observe on class 1 links connecting the city of
Stockholm with the airports and in the city centre.

3.2 Numerical Results

We set the following values of parameters: the driving
range of all vehicles K = 300 km, the initial fraction
of the driving range α = 0.5, the charging speed P =
5 km/min., we do not limit the number of charging
stations, i.e., p = |I|, Vmax = 0.1 m/s and Tmin = 15
min. When constructing the mathematical model we
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Model formulation

Minimize∑
i∈I

si (1)

subject to∑
i∈I

yi ≤ p (2)

Myi ≥ si for i ∈ I (3)

∑
c∈C

Bitcxct ≤ si for i ∈ I, t ∈ T (4)

dc0 ≤ αK (5)

dcr + ∑
t∈Nc,r

actxctP≤ K for c ∈C,r ∈ Rc∪{rc} (6)

dcr ≤ dc,r−1−ucr + ∑
t∈Nc,r−1

actxctP for c ∈C,r ∈ Rc∪{rc} (7)

Figure 3: Mathematical formulation of the location-scheduling optimization problem.

Figure 4: The travel distance, the travel distance when the
taxicabs were hired, the number of unique taxicabs and
dates of individual weekdays in weeks 1-4 that we selected
for the case study.

discretize the time in steps of 15 minutes. Results of
experiments are shown in Tables 1 - 4.

Numerical experiments were performed on the
computer equipped with CPU Intel (R) Core i7-
5500U CPU with two 3 GHz cores and with 8 GB
RAM. Mathematical model was solved using IP-
solver FICO Xpress IVE 7.3.

Based on the initial experiments we selected
the folowing values of input parameters Rmax ∈
{100,500,1000} meters and Mmin ∈ {100,150,800}

parking events to cover the broad range of situations.
In tables we report the following output values ob-
tained from the algorithm that is used to determine
a set of candidate locations : |I| is the cardinality of
the set of candidate locations identified in the Phase
1, Cars is the number of taxicabs that are determined
in the Phase 2 as the vehicles that can be served by
the set of candidate locations. Optimization outputs
are the following: Stations is the number of located
charging stations, CPtotal represents the total number
of charging points in all charging stations and CPmax
is the maximal number of charging points located in
one charging station. Column Time contains compu-
tational time in seconds. We restricted the running
time of a single experiment to 30 minutes. If the op-
timal solution was not found within this time limit, in
the column Gap we report the relative gap between
the upper and lower bounds of the optimal solution.
In two cases the solver was not able to find any fea-
sible integer solution within the given time limit what
is indicated by the symbols ’***’ in the particular row
of the table.

To verify the proposed approach, we visualised
the resulting locations of charging stations for the sce-
nario Week 1 and the parameter values Rmax = 100
meters and Mmin = 150 parking events. Results are
shown in the Figure 6.

4 EVALUATION OF RESULTS
AND CONCLUSIONS

In this contribution we present an initial design of
the method to deploy the charging infrastructure for
a fleet of electric vehicles operating in large urban
areas. The operation of the fleet is described by the
GPS traces characterizing the actual travel patterns of
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Table 1: Results of numerical experiments for the scenario Week 1.

Rmax Mmin Cars | I | Stations CPtotal CPmax Time[s] Gap[%]
100 800 609 3 3 14 9 1.88 0.00

150 1186 27 27 38 6 1800.00 5.26
100 1287 44 44 54 6 22.10 0.00

500 800 1102 5 5 20 10 46.05 0.00
150 1442 46 40 44 5 1800.00 2.27
100 1475 77 51 54 4 1800.00 4.50

1000 800 1347 7 7 19 6 1800.00 21.05
150 1499 51 39 42 3 1800.00 4.57
100 1510 70 51 55 3 1800.00 46.90

Table 2: Results of numerical experiments for the scenario Week 2.

Rmax Mmin Cars | I | Stations CPtotal CPmax Time[s] Gap[%]
100 800 785 4 4 17 9 2.828 0.00

150 1292 30 30 35 4 16.642 0.00
100 1363 46 44 49 4 27.673 0.00

500 800 1188 5 5 18 7 1800.00 22.22
150 1477 46 36 38 2 218.37 0.00
100 1498 73 47 49 2 1800.00 272.97

1000 800 1409 8 8 19 5 1800.00 30.84
150 1506 50 38 63 3 1800.00 72.03
100 1513 69 *** *** *** *** ***

Table 3: Results of numerical experiments for the scenario Week 3.

Rmax Mmin Cars | I | Stations CPtotal CPmax Time[s] Gap[%]
100 800 449 2 2 4 2 0.34 0.00

150 1019 24 24 27 2 2.84 0.00
100 1094 36 36 37 2 6.83 0.00

500 800 843 4 4 5 2 6.17 0.00
150 1324 39 37 39 2 46.86 0.00
100 1359 57 52 53 2 291.05 0.00

1000 800 1172 6 6 11 2 27.80 0.00
150 1417 43 38 39 2 547.72 0.00
100 1445 65 47 48 2 898.37 0.00

Table 4: Results of numerical experiments for the scenario Week 4.

Rmax Mmin Cars | I | Stations CPtotal CPmax Time[s] Gap[%]
100 800 631 3 3 17 13 7.66 0.00

150 1221 33 33 39 7 1800.00 2.56
100 1325 50 49 53 5 38.21 0.00

500 800 1097 5 5 19 10 1800.00 5.26
150 1491 50 40 42 3 1800.00 2.38
100 1515 80 56 58 3 1800.00 16.5

1000 800 1408 9 9 21 6 1800.00 18.67
150 1525 29 27 39 7 128.50 0.00
100 1534 74 *** *** *** *** ***

individual vehicles. In the first phase we used a prac-
tical procedure to derive from data a suitable set of
candidate locations for charging stations, where the
outcomes can be controlled by setting a few param-

eter values only. In the next step, vehicles that can
be served from the set of candidate locations are se-
lected. In the second phase, we formulated a mathe-
matical model that combines location decisions with
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Figure 5: Visualisation of the road network considered in
the case study. Thickness of each link indicates the number
of traversals by the vehicles belonging to the taxicab fleet.

scheduling decisions to ensure that for a given design
there exists a time schedule that allows satisfying re-
quirements of all vehicles selected in the first phase.
The limits of the proposed approach were tested by
applying it to the real-world data characterizing the
driving behaviour of a large taxicab fleet operating in
the city of Stockholm. From the numerical experi-
ments we derive the following main conclusions:

• Our results indicate that this approach can be used
to estimate the minimal requirements to set up the
charging infrastructure. The proposed method is
able to handle relatively large instances of prob-
lems independently on the scenario. Problems

Figure 6: Locations of charging points obtained for the sce-
nario Week 1 and the values of input parameters Rmax = 100
meters and Mmin = 150 parking events.

with Rmax ∈ {100,500} and Mmin ∈ {150,800}
are often solved to optimality or with small gap
only.

• Charging points are typically located at parking
lots in the vicinity of airports, railways stations
and other public spaces, which seem to be natural
locations for them.

• When comparing the results across selected sce-
narios we find similar numbers of located stations
in weeks 1, 2 and 4 and significantly smaller num-
ber of charging points in week 3, which is the
most quiet week.

• We did not limit the number of charging stations
by setting the value of the parameter p. Hence,
the number of charging stations was limited only
by the set of candidate locations |I|. From the
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solutions we can see that if |I| is large enough,
the optimization model has the tendency to se-
lect the large set of charging stations with only
few charging points more frequently than locat-
ing only few charging stations with many charg-
ing points. Such design can be also favourable
for the electricity network as it will not load the
network largely at few locations, but the load is
spatially more distributed.

• When we set the radius of charging points to
Rmax = 1000 meters, the number of charging op-
portunities gets high and the solved problem,
especially during the busy weeks, becomes in-
tractable when solved by a general purpose solver.
This result indicates the limits of this methodol-
ogy.

Although these initial results look promising, fur-
ther steps are needed to refine the proposed approach.
Considering the scheduling problem in the optimiza-
tion model makes sure that there exists a time sched-
ule to recharge all vehicles. However, this informa-
tion is derived from the past data and it remains un-
clear how hard it is to find a feasible schedule in the
system operation when the drivers do not have the
prior information about the departure from the park-
ing positions. Moreover, we assume that the parame-
ter Rmax determines the maximum distance the drivers
accept to drive from the parking position to the clos-
est charging station. It could be beneficial to consider
more complex strategies to determine the charging
station the driver decides to use. Another challenge
is in combining scenarios in a way that the resulting
problem can still be solved for the long enough time
period and we obtain as an output the robust design of
the charging infrastructure that is suitable for all con-
sidered scenarios. To overcome the limits of proposed
methodology, it would be beneficial to use heuristic
apporoaches to expand the size of solved problems.

ACKNOWLEDGEMENTS

This work was supported by the research grants
VEGA 1/0463/16, APVV-15-0179, and it was facil-
itated by the FP 7 project ERAdiate [621386].

REFERENCES

Baouche, F., Billot, R., Trigui, R., and Faouzi, N. E. E.
(2014). Efficient Allocation of Electric Vehicles
Charging Stations: Optimization Model and Appli-
cation to a Dense Urban Network. IEEE Intelligent
Transportation Systems Magazine, 6(3):33–43.

Capar, I., Kuby, M., Leon, V. J., and Tsai, Y.-J. (2013). An
arc cover–path-cover formulation and strategic anal-
ysis of alternative-fuel station locations. European
Journal of Operational Research, 227(1):142–151.

Cavadas, J., Correia, G., and Gouveia, J. (2014). Electric
Vehicles Charging Network Planning, pages 85–100.
Springer International Publishing, Cham.

Chen, T., Kockelman, K., and Khan, M. (2013). Locat-
ing Electric Vehicle Charging Stations. Transporta-
tion Research Record: Journal of the Transportation
Research Board, 2385:28–36.

Chung, S. H. and Kwon, C. (2015). Multi-period planning
for electric car charging station locations: A case of
Korean Expressways. European Journal of Opera-
tional Research, 242(2):677–687.

Dickerman, L. and Harrison, J. (2010). A New Car, a New
Grid. IEEE Power and Energy Magazine, 8(2):55–61.

Dong, J., Liu, C., and Lin, Z. (2014). Charging infras-
tructure planning for promoting battery electric ve-
hicles: An activity-based approach using multiday
travel data. Transportation Research Part C: Emerg-
ing Technologies, 38:44–55.

Europen Commision (2015). Road transport:
Reducing CO2 emissions from vehicles.
http://ec.europa.eu/clima/policies/transport/vehicles/.

Frade, I., Ribeiro, A., Gonçalves, G., and Antunes, A.
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IRTES EA 7274, Université de Bourgogne Franche-Comté, UTBM, Rue Thierry Mieg, 90000 Belfort cedex, France

{yong.shi, toufik.boudouh, olivier.grunder}@utbm.fr

Keywords: Home Health Care, Fuzzy Chance Constraint Programming, Hybrid Genetic Algorithm, Stochastic
Simulation.

Abstract: Home Health Care (HHC) companies are widespread in European countries, and aim to serve patients at home
to help them recover from illness and injury in a personal environment. Since transportation costs constitute
one of the largest forms of expenditure in the Home Health Care industry, it is of great significance to research
the optimization of the Home Health Care logistics. This paper considers the Home Health Care Routing
Problem with Fuzzy Demand, which comes from the logistics practice of the home health care company. A
fuzzy chance constraint programming model is proposed based on the fuzzy credibility theory, the hybrid
genetic algorithm and stochastic simulation method are integrated to solve the proposed model. Firstly the
uncertain constraints have been reduced to the deterministic ones, experimental results for the benchmark test
problem show the good efficiency of the proposed algorithm. Then the proposed hybrid algorithm has been
applied to solve the fuzzy model, the influence of the parameters to the objective function has been discussed.
This research will help HHC companies to make appropriate decisions when arranging their vehicle routes.

1 INTRODUCTION

Home health care (HHC) is a growing medical ser-
vice in France and other developed countries. This
service is provided by the Home Health Care compa-
nies, which aim to serve the patients at home to help
them recover from illness or injury in a personal envi-
ronment(Liu et al., 2014). Each day, a HHC company
carries out various logistics activities including the
delivery of drugs or medical instruments from the a
pharmacy to patients, and pickup the biological sam-
ples from patients’ home to the laboratory (Liu et al.,
2013). A large number of patients distributed in a
town or village, a certain quantity of the drugs needed
according to the recovery degree of them. For a HHC
company, the transportation cost is one of the most
important spendings in the company activities, so it is
of great significance to optimize the vehicle routing
problem in home health care companies.

According to a survey (Mankowska et al., 2014;
Harris, 2015) of the home health care companies, the
main operational process of the HHC can be summa-
rized as 3 steps.
(1) The HHC company collects the information from

the patients, this information may include: the
name, address, sex, type of the illness, symptom
and other related information;

(2) The HHC company plan to arrange the visited
routes and assign nurses according to the infor-
mation collected;

(3) The nurses are scheduled to visit the patients.
Each nurse is assigned to a planned route, and
he/she has to carry out all of the service-related
activities for the route. This nurse will drive the
vehicle to visit the patients one by one according
to the designed route. In case of a lack of drugs,
the nurse has to go back to the depot, load more
drugs into the vehicle and continue to attend to
the remaining patients until all the patients are at-
tended to.

It is easy to find that the home health care routing
optimization problem is closely related the Capaci-
tated Vehicle Routing Problem (CVRP) which is one
of the most classical combinatorial optimization prob-
lems (Eksioglu et al., 2009). CVRP is a basic model
in supply chain, and it has been applied into many
filed. However, our problem is neither like the classi-
cal VRP nor like the Open Vehicle Routing problem
(OVRP); all the variations of VRP can be seen in the
literature (Pillac et al., 2013; Toth and Vigo, 2014). In
the classical VRP, each vehicle needs to return to the
depot again, while in the OVRP, each vehicle does not
return to the depot after servicing the last customer on
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a route, but may end at a different location.
Moreover, demand is one of the most important

parameters in supply chain optimization. However
in previous studies, most researchers have focused on
the deterministic demand. While in the real world, it
is usually very hard to determine the precise demands
of customers and thus they are estimated from histor-
ical data. Given this aspect of VRPs, a consideration
of stochastic vehicle routing problems (SVRP) and
fuzzy vehicle routing problems (FVRP) may be use-
ful (Wen and Iwamura, 2008). In the Vehicle Rout-
ing Problem with Stochastic Demand (Bianchi et al.,
2006), the demand is a stochastic variable, which is
decided by probability distribution parameters, but
the parameters are often obtained from the histori-
cal data. However sometimes, we could not obtain
enough historical data for the new customers or pa-
tients. Although stochastic models can cater for a
variety of cases, they are not sufficient to describe
many other situations, where the probability distribu-
tion of customers demands may be unknown or par-
tially known (Wen and Iwamura, 2008). On the con-
trary, fuzzy language exists everywhere in the health
care domain, such as a doctor may inform us “small
penicillin”, or “you have a little fever ”. So, it is very
appropriate to describe the non-deterministic demand
in HHC domain using fuzzy variables.

This paper contributes to the home health care
routing optimization with fuzzy demand in the fol-
lowing aspects: (1) a fuzzy chance constraint pro-
graming model is proposed based on the fuzzy
credibility theory; (2) hybrid genetic algorithm and
stochastic simulation are integrated to solve the pro-
posed model; (3) Some experiments are carried out on
the deterministic model to validate the efficiency of
the proposed method, and then the heuristic method
has been employed to solve the fuzzy model. The
rest of this paper is organized as follows: in second
section some necessary theory of credibility is intro-
duced, then the home health care problem with fuzzy
demand model is constructed, and a hybrid heuristic
algorithm is proposed to solve the model, at last some
experiments are presented to illustrate the algorithm.

2 SUPPLY CHAIN MODELING

2.1 The Description of Fuzzy Demand
Constraints

Liu (Liu et al., 2003) recently developed credibility
theory, which can be used to measure the chance of
that a fuzzy chance occurs. The law of credibility in

the theory of fuzzy sets plays a role similar to that
played by the law of probability in measurement the-
ory of the ordinary sets. In this section we will first
introduce the credibility theory (Liu et al., 2003), be-
cause it is crucial to describe the fuzzy demand.

In the deterministic VRP, it is straightforward to
describe the capacity constraints: the total demand of
the whole route should not exceed the vehicle capac-
ity. However, in the VRPFD, the capacity constraints
become more complex than the deterministic ones for
the uncertain demand. Now, we have to consider the
relationship between the fuzzy demand and the capac-
ity of the vehicle (Mousavi and Niaki, 2013).

For a vehicle, after serving the j th patient, the
remaining capacity is changed and it becomes a fuzzy
variable named Q̃ j, where

Q̃ j = q−
j

∑
i=1

d̃i

= (q−
j

∑
i=1

d3,i,q−
j

∑
i=1

d2,i,q−
j

∑
i=1

d1,i)

= (Q1, j,Q2, j,Q3, j)

In the deterministic model, if the remaining ca-
pacity of the vehicle is greater than a customer’s de-
mand, this vehicle has the chance to serve this cus-
tomer. However, facing with a fuzzy variable of de-
mand and remaining capacity, how can we make a de-
cision that whether the vehicle should continue visit-
ing the ( j + 1)th patient or go to the lab directly? It
should be compared with the demand of the ( j + 1)
th patient, of course, which is also a fuzzy variable.
Based the credibility we can derive equation (1) and
equation (2) as follows:

Cr = Cr{d̃ j+1 ≤ Q̃ j}
= Cr{(d1, j+1−Q3, j,d2, j+1−Q2,k,d3,k+1−Q1, j)≤ 0};

(1)

Cr = Cr{d̃ j+1 ≤ Q̃ j}

=





0, d1, j+1 ≥ Q3, j

Q3, j−d1, j+1

2(Q3, j−d1, j+1 +d2, j+1−Q2, j)
, d1, j+1 ≤ Q3, j ,d2, j+1 ≥ Q2, j

d3, j+1−Q1, j−2(d2, j+1−Q2, j)

2(Q2, j−d2, j+1 +d3, j+1−Q1, j)
, d2, j+1 ≤ p2, j ,d3, j+1 ≥ Q1, j

1 d3, j+1 ≤ Q1, j

(2)
There is no doubt that if the quantity of remaining

drugs is very high, and the demand of the next pa-
tient is very low, then the chance of the vehicle of be-
ing able to provide the next patient’s service becomes
greater (Cao and Lai, 2010).
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We will describe the preference index by Cr,
which denotes the magnitude of our preference to
drive the vehicle to the next patient after it has served
the current patient according to formulation (2). Note
that Cr ∈[0, 1]. When Cr = 0, we declare that the ve-
hicle does not have the capacity to serve the next pa-
tient and it should terminate service at the current pa-
tient and return to the depot to replenish drugs. When
Cr = 1, we can be completely sure that the vehicle
should serve the next patient. However, in most cases,
Cr is neither 0 nor 1, but Cr ∈ (0,1).

To describe Cr in a convenient way, let us in-
troduce the dispatcher preference index DPI, where
DPI ∈ [0,1]. Note that DPI expresses the dispatcher’s
attitude toward risk. When the dispatcher is not a risk-
averse, he/she will choose lower values of parameter
DPI, which indicates that the dispatcher prefers to use
the vehicle available capacity as much as possible, al-
though there is an increase in the number of cases in
which the vehicle arrives at the next customer’s home
and is not able to carry out planned service due to
small available capacity. On the other hand, when
the dispatcher is a risk-averse, he will choose greater
DPI, this may result in a less complete utilization of
vehicle capacity along the planned routes and less ad-
ditional distance to cover due to failures

2.2 Mathematical Model

In order to describe the supply chain by formulation,
we give the assumption as follows.
(1)The vehicles are homogeneous.
(2)Each nurse responds for one route. In the process
of delivery, if the remaining drugs is not enough for
the patients, she must drive back and fill up the drugs,
return to this patient, then she will continue visiting
the remaining patients until all the patients she re-
sponds are served.
(3)Each vehicle starts from the depot, then visits and
attends to patients, and terminates the journey at the
laboratory.
(4)we assume that the drugs have their own volume,
so the vehicle capacity must be taken into considera-
tion. However, the samples are vials of blood, or tem-
perature record sheets, which could be assumed to be
negligible and will not be considered with respect to
the capacity of the vehicle.
(5)In the process of delivery, the demand of the drugs
is described by fuzzy triangle variable. Only if the
nurse arrives the patient’s home, can she know the ex-
act quantity of the drugs.

Now, we give the mathematical notations as fol-
lows:
V : the set of the vehicles.

N: the set of the all the vertex in the graph, including
the depot, patients,and laboratory.
d̃i = (d1,i,d2,i,d3,i): the fuzzy demand of the patient i;
C: the set of the patients.
i, j = 0,1,2, . . . ,n+1 is the index of the all the nodes
in the graph. Especially 0 stands for the index of the
depot, n+1 stands for the index of lab, and others are
the patients.
k = 1,2, . . . ,K stands for the index of the vehicle.
q: the capacity of the vehicle.
p: the employee salary for every nurse in this task.
ui: it is an artificial variable which is used to construct
the sub-tour constraint.
f1: the additional distance caused by failure route.

let us describe the mathematical model with the
most common used 3-index method:

xi jk =

{
1 if the kth vehicle traveals from patient i to patient j;
0 otherwise.

The Home Health Care Routing Problem with
Fuzzy Demand (HHCRPFD) model can be mathe-
matically formulated as shown below:

min f = ∑
i∈V

p ∑
i∈C

∑
j∈N

xi jk + ∑
k∈V

∑
i∈N

∑
j∈N

ci jxi jk + f1 (3)

subject to,

∑
k∈V

∑
j∈N

xi jk = 1 ∀i ∈C (4)

Cr(∑
i∈C

d̃i ∑
j∈N

xi jk−q≥ 0)≥ DPI ∀k ∈V (5)

∑
j∈N

x0 jk = 1, ∀k ∈V (6)

∑
i∈N

xihk− ∑
j∈N

xh jk = 0, ∀h ∈C,∀k ∈V (7)

∑
i∈N

xi(n+1)k = 1, ∀k ∈V (8)

xi jk ∈ {0,1},∀i, j ∈ N,∀k ∈V (9)

ui−u j +q∗
K

∑
k=1

xi jk ≤ q−d1, j,∀i, j = 0,1, . . . ,N +1, i 6= j;

(10)

The objective function (3) is to minimize the
total cost which includes the nurse employee cost,
planned transportation cost and the additional cost.
The constraints (4) donate that each customer is vis-
ited once and only once, and constraints(5) mean that
no vehicle is loaded with more than its capacity un-
der the fuzzy credibility theory. The constraints (6)
mean each vehicle starts from the depot. Constraints
(7)mean that each vehicle visits the patient and then
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leaves the patient. Constraints (8) means that the ve-
hicle ends at the laboratory. Constraints (9) make the
decision-variable are binary. Constraints (10) are used
to eliminate sub-tours.

Our problem is neither like the classical VRP nor
like the Open Vehicle Routing problem (OVRP); all
the variations of VRP can be seen in the literature (Pil-
lac et al., 2013; Toth and Vigo, 2014). In the classical
VRP, each vehicle needs to return to the depot again,
while in the OVRP, each vehicle does not return to the
depot after servicing the last customer on a route, but
may end at a different location.
Remark 1: The mathematical is a typical Fuzzy
Chance Constraint Programming(FCCP), which is a
new branch in the uncertain programming. What’s
more, if we assume d1,i = d2,i = d3,i, the fuzzy
variable become a determinate variable, and the
HHCRPFD is reduced to a vehicle routing problem.
Considering that VRP has been proved to be the np-
hard problem, so there is no wonder that our model is
also a np-hard problem with fuzzy chance constraints.
Remark 2: If d1,i = d2,i = d3,i, this problem becomes
a deterministic model, and in this situation, the addi-
tional distance f1 = 0.

3 HYBRID HEURISTIC
ALGORITHM

As mentioned above, the proposed model is a NP-
hard problem, which is difficult to solve by the exact
method when the size of the problem becomes large.
Here, we propose a hybrid heuristic algorithm (HHA)
by integrating the stochastic simulation method and
hybrid genetic algorithm. Generally speaking, in the
first stage, we apply the route construction method to
generate initial feasible solutions, then hybrid genetic
algorithm is employed to improve the initial solution.
To accelerate the convergence, elitism selection and
local search are employed, while to make the solution
escape from the local optima in advance, mutation op-
erators and crossover operators are designed. Consid-
ering that our problem is an instance of Fuzzy Chance
Constraint Programming (FCCP), Stochastic Simula-
tion method is designed to evaluate the each solution
candidate.

The detailed description of the HHA can are de-
scribed in the rest part of this section.

3.1 Individual Representation

In our research, each individual stands for feasible so-
lution, which is a vehicle routing arrangement. Here
we use a List to encode an individual which contains a

lot of routes. The process of the encoding and decod-
ing can be seen in Figure 1. The strength of this en-
code method is that each individual does not need to
be decoded and encoded alternately in the optimiza-
tion process.

3 5 7 11

14 4 6 8 1

9 10 13 12

2

Depot->2->3->7->5->11->lab

Depot->14->4->6->8->1->lab

Depot->9->10->13->12->lab

Solution

Individual

Figure 1: The representation of a individual.

3.2 Initial Population

The initial population are composed by two kinds,
most of them are ordinary individuals which are gen-
erate randomly, the rest are high-quality ones which
are obtained from the classical heuristic algorithm
called insertion.

Insertion heuristic are widely used to quickly con-
struct a feasible solution (Toth and Vigo, 2014). In
each iteration, a node is selected among all the unvis-
ited nodes, and then insert it in a right position which
makes the new route feasible and least cost, while a
insertion position couldn’t be found, a new route is
started. This insertion process repeated until all the
nodes are visited. Figure 2 illustrates the insertion of
the node k between i and j with the corresponding
insertion cost cik + ck j− ci j.

i

depot

lab

j

k

depot

i

k

j

lab

Figure 2: The brief description of the insert method.

3.3 Fitness Evaluation

As mentioned above, the demand of drugs for each
patient is a triangular fuzzy number, so it cannot be
directly considered as a deterministic one.

Regarding the simulation of the phases of the
operation process of the HHC company and related
works, we derive an approximate estimate about ad-
ditional distances ( f1) due to route failures using a
stochastic simulation algorithm. We summarize the
stochastic simulation (Cao and Lai, 2010) as follows:
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Step 1: For each patient, estimate the additional dis-
tance by simulating “actual” demand. The
“actual” demands were generated by the fol-
lowing process:

(1) randomly generate a real number of x in the
interval between the left and right bound-
aries of the triangular fuzzy number repre-
senting demand at the patient, and compute
its membership u.

(2) generate a random number a, a ∈ [0,1];
(3) compare a with u, if a ≤ u, then “actual”

demand at the patient is adopted as being
equal to x; in the opposite case, if a < u, it
is not accepted that demand at the patient
equals x. In this case, random numbers x
and a are generated again and again until
random number x and a are found that sat-
isfy relation a≤ u;

(4) check and repeat (1)–(3), and terminate the
process when each patient has a simulation
“actual” demand quantity.

Step 2: Move along the route designed by credibil-
ity theory and accumulate the amounts picked
up and calculate the additional distance due
to routes failure in terms of the “actual ” de-
mand..

Step 3: Repeat Step 1 and Step 2 for M times.

Step 4: Compute the average value of additional dis-
tance by M times simulation, and it is re-
garded as the additional distance f1.

In the fuzzy demand model, the objective is to
minimize the total cost, so the fitness value here we
choose to use f = 1

AD+PD . Specially, if d1,i = d2,i =
d3,i,this problem becomes a determinate model, and
in this situation, the additional distance f1 = 0, the
fitness can be described as f = 1

PD

3.4 Selection

In the evolution process, sometimes the good indi-
viduals may lost due to the crossover and mutation,
which is not favorable to the convergence of fitness
value. To overcome this drawback, we employ the
famous elitism strategy in the selection operator.

Here we pick out the top 2% individuals as elite
which are retained to the next generation directly
without taking part in the crossover, mutation and lo-
cal search operator.

3.5 Crossover

Crossover provides a chance to enhance the commu-
nication between different individuals, and aims to re-

produce new offspring. Ombuki proposed a effective
crossover operator named Best Cost Route Crossover
(BCRC) (Ombuki et al., 2006), the main idea is to
select nodes from one sub-route, and find a best po-
sition to reinsert them into the other individual one
by one. We can call this operator as a global version
of BCRC. Although his operator can perform well, it
takes a long time to find the best position of whole the
potential position. Inspired by his research, we pro-
posed a local version of BCRC. we insert each node
to the best position of a randomly selected route of the
individual. It is obviously that the local version saves
a lot of computing time.

The main steps of the crossover operator an be
found in Figure 3.

Figure 3: the crossover operator.

Specifically, for two individuals, the crossover is
undertaken as follows:
Step 1: For each individual, a route is selected ran-

domly. Before inserting the route into the
other individual, the repeating nodes would
be removed.

Step 2: The nodes selected from P1 (P2) are inserted
in to P2 (P1) one by one. Be attention that,
for the insertion of one node, one route is se-
lected randomly. The length of this route is
m, and the possible position for insertion is
m+1, and this node is inserted to the best po-
sition. This insertion is undertake until all the
selected nodes are inserted to the other indi-
vidual. while a insertion position could not be
found, a new route is started.

3.6 Mutation

Mutation is a divergence operation. It is intended to
occasionally break one or more members of a popu-
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lation out of a local minimum space and potentially
discover a better minimum space. The mutation op-
erator is conducted by bring random, unrelated traits
into the present population and increase the variance
of the population. According to the characteristic of
individuals, two simple mutation operators are intro-
duced in our algorithm.

• inversion: two cut points are generated randomly,
and all the nodes between them will be inversed.

• single-point mutation: two nodes are randomly
generated, then they are swapped.

3.7 Local Search

In this paper, local search operator is employed to
improve the fitness value of the individuals and ob-
tain better solutions. The most commonly-used 2-opt
method, or-opt method and their extension (Bräysy
and Gendreau, 2005) are used to search the better so-
lution.

Note that the local search operators are quite not
the same with the mutation operator in two aspects:
(1) the aim of the local search operator is to make
an improvement of the solution, while the mutation
is just to make the population diversified which aims
to avoid the trapping into local optimal in advance.
(2) The mutation operator is executed just once in one
iteration, while the local search operators are executed
many times, until a solution deemed optimal is found
or a time bound is elapsed.

4 EXPERIMENTAL RESULTS

Because there was no one does the same work with
us, so it can not compare our work with the exist work
directly to validate the efficiency of the proposed Hy-
brid Heuristic Algorithm (HHA). Here, we firstly re-
duced our problem into the classical CVRP, experi-
mental results are compared with the optimal results.
After ensuring the algorithm is effective, we will use
it to solve the proposed fuzzy model. Here we need
to emphasize that the aim of our research is not to
design a new and efficient algorithm to solve the clas-
sical CVRP, but just to design an efficient algorithm
to solve the fuzzy model.

4.1 Experiments on Determinate Model

The fuzzy model is reduced to CVRP, if we assume
the following 3 points: (1) the fuzzy variables re-
duce to the deterministic ones, namely di,1 = di,2 =
di,3, i = 1,2, . . . ,N; (2) the laboratory is in the same

position with the depot. (3) the cost for each nurse is
0. In this situation, the fuzzy chance constraints be-
come the deterministic ones, additional distance be-
come 0.

Note that, when we apply the HHA to solve
the deterministic model, for there is no chance con-
straints, the additional cost is 0. And in the process of
fitness evaluation, stochastic simulation doesn’t used.

Here we use one of the most famous bench-
mark instances called A series to test the pro-
posed HHA. The instances and the optimal re-
sult can not be downloaded from the web-
site http://neo.lcc.uma.es/vrp/vrp-instances/, and our
computing results and the comparison can be found
in Table 1.

Note that, in Table 1, NO means the ID of the
instance,and the name of instance is composed in 3
parts: for example, the instance named “A-n60-k9”,
“A” means the instance is from A-series, “n60” means
the size of the nodes is 60, and “k9” means that the
number of expected used vehicle is 9. As results
show, TD means the total distance (also called to-
tal cost in some literature), NV means the number
of the used vehicles, CT means the computing time,
and GAP means the percentage of the error between
our result and the optimal result (Juan et al., 2010;
MirHassani and Abolghasemi, 2011).

Table 1: Experimental results for the CVRP model.

HGA optimal result GAP
No. NV TD CT(s) NV TD

A-n32-k5 5 787.20 10.54 5 784.00 0.41%
A-n33-k5 5 688.11 10.34 5 661.00 4.10%
A-n33-k6 6 745.80 9.56 6 742.00 0.51%
A-n34-k5 5 794.64 10.39 5 778.00 2.14%
A-n36-k5 5 819.93 11.34 5 799.00 2.62%
A-n37-k5 5 673.50 11.98 5 669.00 0.67%
A-n37-k6 6 961.68 19.77 6 949.00 1.34%
A-n38-k5 5 761.40 21.73 5 730.00 4.30%
A-n38-k5 5 845.00 19.84 5 822.00 2.80%
A-n45-k7 7 1216.56 20.47 7 1146.00 6.16%
A-n60-k9 9 1437.48 17.17 9 1408.00 2.09%
B-n31-k5 5 680.96 10.31 5 672.00 1.33%
B-n41-k6 6 875.31 11.02 6 829.00 5.59%
B-n50-k8 8 1373.56 12.09 8 1313.00 4.61%

B-n63-k10 10 1627.00 55.61 10 1537.00 5.86%
B-n78-k10 10 1305.00 66.50 10 1266.00 3.08%

We can conclude that: (1) the number of used ve-
hicle in our results are quite the same with the ex-
pected number; (2) our result is quite close to the op-
timal solution; (3) our result arrives convergence in a
reasonable time even for the big size instance, consid-
ering that CVRP is a NP-hard problem. So there is no
doubt that the proposed hybrid algorithm have a good
performance in solving the CVRP, and we will apply
our heuristic algorithm to the fuzzy chance constraint
programming in the next subsection.
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4.2 Experiments on the Fuzzy Model

In this part, the experiments will be taken on the fuzzy
model. Because there is no corresponding benchmark
for this problem, we adopted the instance from the
exited instance named A-n32-k5, which is a small size
instance. The hybrid heuristic algorithm is encoded in
Matlab 2015b; in the process of computing the fitness
value, the stochastic simulation for every individual is
500 times.

The Value for the Dispatcher’s Preference Index
(DPI) varied with the interval of 0.1 to 1 with the step
of 0.1. The computing results can be seen in Table 2 ,
Figure 4 and Figure 5.

Table 2: Experimental results for HHCRPFD model.

DPI NV TD PD AD

0.1 4 969.17 794.25 174.91
0.2 5 968.11 836.88 131.23
0.3 5 998.85 859.09 139.76
0.4 5 973.45 842.37 131.08
0.5 5 967.03 850.38 116.65
0.6 6 936.16 906.71 29.45
0.7 6 946.87 932.58 14.28
0.8 7 1063.27 1063.27 0.00
0.9 8 1163.66 1163.66 0.00
1 8 1203.94 1203.94 0.00
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Figure 4: Cost changes for different DPI values.

We can find that, as DPI rose, the planned dis-
tance is increasing. While the additional distance is
strictly decreasing as DPI value increases from 0 to
0.7. However, when DPI ∈ [0.7,1], the additional dis-
tance becomes 0, that means there’s no failure route.
The total distance is increasing, but not in a very strict
tendency. We can also find that, with the DPI rose,
the number of the needed nurses are increasing. It
concludes that more used nurses can help to decrease
the degree of the failure route.

As a consequence, lower values of parameter DPI
express our desire to use vehicle capacity the best we
can, so less nurses are needed. These values corre-
spond to routes with shorter planned distances. On
the other hand, lower values of parameter DPI in-
crease the number of cases in which vehicles arrive
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Figure 5: Number of the needed nurses changes for differ-
ent DPI values.

at a customer and are unable to service it, thereby in-
creasing the total additional distance they cover due
to the “failure”. Higher values of parameter DPI are
characterized by less utilization of vehicle capacity
along the planned routes and less additional distance
to cover due to failures, so more nurses are needed.
Therefore,when a HHC company makes decision on
this scenes (instance), the selected dispatcher prefer-
ence index should be 0.7 approximate.

5 CONCLUSIONS

Since transportation costs constitute one of the largest
forms of expenditure in the Home Health Care in-
dustry, it is of great significance to research the op-
timization of the Home Health Care logistics. Based
on a survey of the Home Health Care companies,
the basic operational process illustrates that the de-
mand for the required drugs for each patient is non-
deterministic when the HHC company makes a de-
cision to arrange the vehicle routing. In this paper,
vehicle routing problem with fuzzy demand is con-
sidered, and a fuzzy chance constraint is constructed
based on the fuzzy credibility theory. Stochastic sim-
ulation method and hybrid genetic algorithm are inte-
grated to solve the proposed model.

In order to test the proposed model and algo-
rithm, the fuzzy chance constraints were reduced to
the deterministic ones. Hybrid heuristic algorithm
were applied to solve the benchmark instances, re-
sults show that the proposed hybrid heuristic algo-
rithm perform well. Then the algorithms are applied
to the HHCRPFD, the best Dispatcher’s Preference
Index (DPI) is obtained, and the influence of the pa-
rameters to the objective functions are analyzed.

In the future, we will consider some other uncer-
tain information in the routing optimization problem,
such as stochastic traveling time, or fuzzy traveling
time. Some other heuristic method like Simulated
annealing (SA), Tabu search (TS), will also be inte-
grated to solve the related problems.
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Abstract: Mental disorders cause an enormous burden to society. Considering the current economic context, an efficient 
use of scarce inputs, with an appropriate outcome production, is crucial. This situation defines a classical 
Relative Technical Efficiency (RTE) problem. A well-known methodology to assess RTE is the Data 
Envelopment Analysis, although it presents some limitations. These may be overcome through a hybrid 
strategy that integrates Monte-Carlo simulation and artificial intelligence. This study aims to (1) design of a 
Decision Support System for the assessment of RTE of Small Mental Health Areas based on DEA; and (2) 
analyse 19 mental health areas of the Bizkaian Healthcare System (Spain) to classify them and to identify 
potential management improvements. The results have showed higher global RTE in the output-oriented 
orientation than in the input-oriented one. This suggests that a decision strategy based on improving the input 
management, within the ranges of the expert-driven model of community healthcare, could be appropriate. A 
future research line will focus our attention on the validation process through the analysis of micro-
management interventions and their potential impacts in the real system. 

1 INTRODUCTION 

The current high levels of mental disorders 
prevalence cause an enormous burden to the society 
and a devastating impact on health and economy 
(WHO, 2003). The factors involved in the 
development of these psychopathologies are not only 
individual features; social, economic and political 
determinants, such as national policies and 
community support, have also a relevant influence in 
the manifestation of the symptomatology (WHO, 
2016).Unfortunately, in high-income countries, 35%-
50% of people who suffer mental disorders do not 
receive any treatment; in middle and low-income 
countries, this percentage increases till 76%-85% 
(WHO, 2016).  

To face this problem, the World Health 
Organization (WHO) and United Nations (UN) are 
carrying out specific macro-level strategies. Firstly, 
the WHO designed a ‘Mental Health Action Plan 
2013-2020’ (WHO, 2013), in which was emphasized 
the importance of assessing the evidence and 

developing a deeper research. In addition, this action 
plan highlighted the provision of health and social 
care from a community-based perspective. On the 
other hand, the UN is also supporting the shifting of 
mental health treatments from hospital to community-
based care (United Nations, 1991). The community-
based mental health care is focused on caring for 
individuals with mental illness from institutional 
environments to the community (Moran & Jacobs, 
2013; Shen & Snowden, 2014). This paradigm of 
intervention presents better outcomes and is more 
cost-effective than institution-based care (Gutierrez‐
Recacha, Chisholm, Haro, Salvador‐Carulla & 
Ayuso‐Mateos, 2006; WHO, 2005;). According to 
this model, an increase in outpatient and day care 
services and a decrease in inpatient services is 
expected. Therefore, the integration of care and 
treatment in general hospitals and primary care as 
well as the collaboration between professionals and 
informal care providers is fundamental. 

In Spain, both the Mental Health Strategy of the 
Spanish National Health System (Ministerio de 
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Sanidad, Política e Igualdad, 2011) and the ‘Strategy 
for tackling the challenge of chronic illness in the 
Basque Country’ (Gobierno Vasco, 2011) are now 
being developed, among others, for handling 
chronical diseases. The main goals of these strategies 
and policies are the promotion of mental health, the 
provision of care, the enhancement of the recovery 
and the reduction of morbidity and disability. 

Regarding economics issues, even though a 
political responsiveness to burden of mental disorders 
is consolidated, the amount of resources destined to 
mental health care depends on the “health” of the 
economy (Shen & Snowden, 2014). Public mental 
health services are highly vulnerable to resources 
constraints in compromising economic situations 
(Shen & Snowden, 2014). In Spain (2010), according 
to the Organization for Economic Cooperation and 
Development (OECD), 9% of the Gross Domestic 
Product (GPD) was destined to expenditures on 
health (OECD, 2010). Mental disorders absorbed an 
expense of 46 billion euros (Parés-Badel el al., 2014). 
Taking into account the relevance their increasing 
prevalence and the involved amount of public 
resources, always scarce, an efficient mental health 
care system is absolutely crucial in the present 
economic situation.  

Research and empirical evidences are decisive 
elements for designing suitable mental health policies 
and, in consequence, improving quality of care. 
Identification and assessment of potential 
improvements in the system can be used in designing 
of new strategies for enhancing efficiency scores of 
mental health services in real contexts. Policy 
makers’ decisions are usually based on their clinic 
experience and thus the decisional risk is pretty high 
taking into account the high uncertainty level: inner 
and systemic. In the current economic situation, risks 
could be reduced using Decision Support Systems. 
These tools can help decision makers to have a better 
understanding of mental health services performance 
in a real, dynamic and uncertain context. The lack of 
previous information and empirical evidence about 
the potential trade-offs (costs and outcomes) between 
different policy options, severely affects the selection 
of the most “suitable” decision in a specific 
management situation: the “what could or should 
happen if… problem”. 

The maintenance of the essential balance between 
the quality of public mental health services and their 
financial sustainability is the next challenge. This not 
necessary means that a mental health system should 
maximize its outcomes while maintaining the amount 
of the consumed resources or, sometimes even worst, 
reducing them. The key question is the optimization 

of the balance between inputs and outputs in a 
complex, interrelated and dynamic system under 
uncertainty. Sherman (1984) introduced Data 
Envelopment Analysis (DEA) for assessing hospital 
Relative Technical Efficiency (RTE). Nowadays, 
there is a growing interest in the evaluation of RTE in 
health systems (Färe, Grosskopf, Lundström & Roos, 
2008; Hollingsworth, 2008; Hollingsworth & Parkin, 
2001; Kaya & Cafrı, 2015; Pelone et al., 2012;), but 
little is known about it in mental health (Torres-
Jiménez et al., 2015; Tyler, Ozcan & Wogen, 1995;). 
Although DEA models have been successfully 
applied in health, several relevant drawbacks of this 
analysis have been identified in the literature 
(Salvador-Carulla et al., 2007; Zhu, 2013): (i) 
frequently decision makers have difficulties in 
interpreting DEA results, (ii) DEA models are not 
appropriate for analysing datasets with low number of 
decision making units (observations) and high 
number of inputs (usually resources) and outputs 
(outcomes of the system), (iii) the management of the 
inner uncertainty of the real systems is statistically 
complicated (Monte-Carlo simulation) and very 
computer demanding and, finally, (iv) real data values 
(inputs and outputs) have to be interpreted according 
to expert knowledge for avoiding biased results (this 
process needs to formalise explicit knowledge in a 
knowledge-base).  

The main goals of the current research are: 1. The 
design of a Decision Support System for the 
assessment of RTE of Small Mental Health Areas 
based on DEA; and 2. The analysis of 19 mental 
health areas of the Bizkaia (Spain) Healthcare System 
for identifying potential performance improvements. 

2 METHODS 

2.1 Inputs, Outputs and  
Decision-making Units 

Original data were collected from “Mental Health 
Atlas of Bizkaia” (Pereira, Gutiérrez-Colosía & 
Salinas-Pérez, 2013). In total, the dataset included 52 
variables, 39 inputs and 13 outputs, which described 
the Mental Health Care System in Bizkaia (Spain). 
This system is structured in 19 Small Health Care 
Areas that were identified as Decision Making Units 
(DMU) (19×52 data matrix). The variables were 
coded into main types of care (Table 1) according to 
the DESDE-LTC codification system (Salvador-
Carulla et al., 2011) and each code was classified 
based on the Basic-Mental Health Community Care 
(B-MHCC) paradigm (Salvador-Carulla et al., 2007) 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

378



 

in the following variable groups: service availability, 
amount of places or beds, amount of professionals 
and service utilization. Variable values were 
transformed into rates per 100,000 population. Health 
planers and policymakers validated the variable 
(inputs and outputs) set (Table 1). 

In order to assess the RTE of the selected areas, 
15 scenarios were designed. Each scenario is a set of 
variables (a meaningful combination of inputs and 
outputs), which describes a specific type of care or a 
combination of them selected by experts in mental 
health care (Table 2). Thus, these scenarios allow to 
study different perspectives of the management and 
evolution of the system. By integrating the proposed 
scenarios, the Decision Support System offers both 
the RTE for any area in each scenario as well as the 
global RTE of the system. 

Table 1: List of inputs/outputs analyzed for each group of 
main types of care (DESDE-LTC) and scenario assigned. 

 
 

Table 2: Description of the scenarios. 

 

The variables in each scenario were selected by 
applying two criterions: 

1. Methodological: For developing highly 
discriminating DEA models (Alirezaee, Howland & 
VandePanne, 1998; Dyson et al., 2001; Staat, 2001; 
Torres et al., 2015) the number of variables have to 
be controlled (2×(I×O)≤DMU, being I the number of 
inputs, O the number of outputs and DMU the original 
number of observations, 19 in this case). 

2. Technical: All of the scenarios have to be 
meaningful for managers and policy makers. 
According to this principle, results obtained are easy 
to interpret and facilitate the identification of 
potential improvements that can be used to design 
new real interventions and policies. 

For better understanding the inner uncertainty of 
the system, each variable value was transformed in a 
standard statistical distribution (symmetric triangular 
T[minimum value, central estimator, maximum 
value] in this case). Therefore, the original 19×52 
data matrix was transformed in a 19×52 statistical 
distributions matrix. The structure and parameters of 
these statistical distributions were selected by a panel 
of experts including managers and policy makers 
(Torres et al., 2015). 

2.2 The Monte Carlo DEA Model and 
the Decision Support System (DSS) 

A hybrid model was used to assess the RTE of the 
small mental health care areas in Bizkaia. This model 
integrates classical statistics, mathematical 
programming and an approximation to artificial 
intelligence. Regarding classical statistics, Monte-
Carlo simulation was used: (1) to incorporate 
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uncertainty in variable measuring by using statistical 
distributions rather than the original variable values 
(i.e. the original value 0.299 was transformed into 
triangular distribution T[0.2691, 0.299, 0.3289] and 
(2) to artificially multiply the number observations 
(500 replications of each area and scenario) which 
makes RTE analysis be more discriminant. In the 
proposed model, the Monte-Carlo engine allows the 
simulation of inputs and outputs and offers the 
statistical distribution of the RTE for each area in 
each scenario and, by extension, the corresponding 
one for the global system (Torres-Jiménez et al., 
2015).  

Once inputs and outputs values were produced by 
the Monte-Carlo engine, they are mathematically 
(linear monotone increasing/decreasing functions) 
interpreted based on expert knowledge formalised in 
a IF … THEN … rule-base (knowledge-base), an 
embryo of a fuzzy inference engine (Torres-Jiménez 
et al., 2015). The rule design was based on the B-
MHCC paradigm (Salvador-Carulla et al., 2007). 

Finally, and using the transformed variable 
values, the operational algebraic model was designed 
and solved. The BCC-DEA model, variable returns to 
scale, was selected because there is no evidence of a 
constant returns to scale rigid behaviour (Salvador-
Carulla et al., 2007). Both input and output 
orientations of the BCC-DEA model were used. Input 
orientation refers to maintaining a stable level of 
outputs, while trying to minimize the resources 
utilized. Output orientation aims to maximize the 
outcomes for a constant amount of inputs.  

In conclusion, for each scenario and BCC-DEA 
orientation, the Decision Support System analysed 20 
times (or repetitions) a 19×25×V (being: 19 the 
number of areas, 25 the number of simulations and V 
the number of variables –inputs and outputs- in the 
corresponding scenario) datasets. The number of 
simulations and repetitions was controlled by the 
Nakayama’s error (Torres-Jiménez et al., 2015) that 
should always be lower than 2.5% over the RTE 
average. 

RTE for each area (19), scenario (15) and 
orientation (2) has a probabilistic structure that can be 
statistically studied. By aggregation, the global RTE 
of the system can also be statistically determined and 
studied. 

3 RESULTS 

The results of the analysis showed the statistical RTE 
assessment of mental health services provision and 
use in 19 Bizkaia’s small areas. 15 different technical 

 

Figure 1: Box-plots of input-oriented relative technical 
efficiency of mental health areas for each scenario. 

 

Figure 2: Box-plots of output-oriented relative technical 
efficiency of mental health areas for each scenario. 

perspectives (scenarios) of the RTE problem were 
taken into account in addition to the two BCC-DEA 
orientations: input and output. The analysis of the 
resulting RTE statistical distributions allowed to: (1) 
rank the areas, and (2) identify and assess potential 
improvements in key variables by using a 
benchmarking process (the area that showed the best 
RTE average and the bigger probability of being 
efficient is considered the benchmark).  

In DEA models, a RTE equal to 1 means that the 
analysed DMU is efficient (when the sum of the 
slacks is equal to 0) or weak efficient (when the sum 
of the slacks is greater than 0). Values lower than 1 
show different levels of inefficiency, the lower the 
value the lower the efficiency. Figures 1 and 2 plot 
the minimums, maximums, confidence intervals 
(two-tailed t-Student, α=0.95 and 29 freedom 
degrees), averages and outliers of the resulting ETR 
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statistical distributions for each scenario (S#) in both 
the input and output orientations.  

The input orientation shows a less number of 
outliers than the output one. The differences between 
areas are greater in S1 and S6 to S15 in both 
orientations, S2 to S5 have a relative homogeneous 
behaviour.  

The mental health areas 4, 6 and 11 appear in three 
scenarios as outliers in the input-oriented model. On 
the other hand, areas 6 and 15 are the most recurring 
as outliers in the output-oriented model. Thus, the 
area 6 can be considered as a RTE outlier. The area 
15 is also an outlier in the most output-oriented 
scenarios because of several missing data (highly 
penalised in DEA models) because a private health 
organization manages this area under contract 
agreements with the public health system so its 
information is not integrated. 

The most efficient areas reach RTE average 
values greater than 0.85 in most scenarios and in both 
orientations. The worst RTE average values are lower 
than 0.7 in the input orientation a 0.85 in the output 
one (Figures 3 and 4). 

 

Figure 3: Ranking of mental health areas for the input-
oriented model. 

 

Figure 4. Ranking of mental health areas for the output-
oriented model. 

The global input-oriented RTE average is 0.78 
(Figure 3). Four areas have a RTE average values 
greater than 0.85, while the lowest value is around 
0.6. In the output-oriented model (Figure 4), results 
are more homogenous and the RTE average is 0.88. 
There are five areas above 0.95 and an outlier (area 
15) close to 0.5 (due to its missing values). 

4 DISCUSSION 

4.1 The Monte Carlo DEA Model and 
the Decision Support System (DSS) 

The Monte-Carlo DEA model overcomes several 
limitations of the traditional DEA models. Firstly, the 
expert-based interpretation of input and output values 
makes the result interpretation easier for decision 
makers (Salvador-Carulla et al., 2007; Torres-
Jiménez et al., 2015) because it includes the specific 
interrelations and particular characteristics of mental 
health systems. For instance, the classical 
assumption: “a situation which combines a low input 
consumption with a high outcome production is 
positive for the system performance” may not be 
always correct or appropriate in mental health care 
(Torres-Jiménez et al., 2015). Expert knowledge is 
formalised in a rule-base by using the B-MHCC 
paradigm (Salvador-Carulla et al., 2007), which 
determines an appropriateness degree for each 
variable value (“non-appropriate” values are 
penalised in their mathematical transformation). 

Secondly, the Monte-Carlo DEA model makes 
RTE assessment more discriminant by the artificial 
replication of the observation number. Datasets are 
generated by the Monte-Carlo engine according to 
variable values statistical distributions.  

Finally, the uncertainty associated to data real 
values is managed through the transformation of the 
original variable values into standard statistical 
distributions. The Monte-Carlo simulation engine 
explores the variable values spectrum and offers a 
RTE probabilistic view.  

4.2 Strengths of the Study of the 
Relative Technical Efficiency in 
Bizkaia 

Previous RTE studies have mainly assessed the 
efficiency of complete systems (Kaya Samut & Cafrı, 
2015); specific services, such as nursing homes 
(Garavaglia, Lettieri, Agasisti & Lopez, 2011; 
Kleinsorge & Karney, 1992), hospitals (Dash, 
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Vaishnavi, & Muraleedharan, 2010; Mogha, Yadav & 
Singh, 2016) or primary care (Cordero et al., 2015; 
Kirigia et al., 2011).  However, they have not allowed 
to know performance differences within the whole 
health system. This research has studied different 
RTE scenarios designed to describe the behaviour of 
both the partial (i.e. residential care) or mixed (i.e. 
day and outpatient care jointly) typologies based on 
the B-MHCC paradigm. Thus, these scenarios 
incorporate an integrative vision of mental health 
care, including all the types of care (from a holistic 
perspective) in which health and social care are 
highlighted. This fact lets us to understand and assess 
specific mental health care itineraries that patients 
should follow in order to increase RTE and quality 
care. Results include all the RTE statistical 
distributions as well as the global RTE of the system.  

This study has analysed the provision and 
utilisation of mental health services in a real system 
through an exhaustive data collection from the 
Integrated Mental Health Atlas of Bizkaia (Pereira et 
al., 2013; Salvador-Carulla et al., 2011). The use of a 
standardized model for mental-health care 
description and assessment was absolutely essential 
because the name of the service was not enough for 
describing its management structure and for making 
comparisons. The Mental Health Atlas collected 
information about the availability of specific types of 
care, placement capacity, availability of workforce 
and utilization indicators. The Monte-Carlo DEA 
model integrates the uncertain information with an 
operational model for assessing RTE and potential 
managerial improvements. 

4.3 Analysis of the Mental Health 
System RTE in Bizkaia 

Efficient mental health areas may be identified as 
references for benchmarking. The assessed potential 
improvements can guide management interventions 
on the provision (inputs) and outcomes (outputs). On 
one hand, the provision of mental health care in 
inefficient areas could be adjusted to the values of the 
efficient ones. On the other, interventions on the 
service utilization could be direct such as the 
optimization of facilities, placements and staff; or 
indirect such as economic incentives, training 
activities, policy design or good practices promotion. 

The global RTE of the system is greater in the 
output-oriented model than in the input-oriented one. 
This suggests that a decisional strategy based on 
optimizing the input amount, within the ranges 
stablished by the B-MHCC paradigm, may be more 
adequate for the Mental Health System of Bizkaia. 

In the input-oriented analysis and in spite of the 
existence of outliers, the scenarios where the RTE 
scores are more homogenous are those that evaluated 
the residential non-acute care and day hospitals (S2 to 
S5 and, by extension, S13). This characteristic is the 
result of the current and careful political planning. 
Obviously, RTE scores can be improved in each 
scenario by designing specific policies, especially on 
the outlier areas. 

In the output-oriented analysis (more 
homogeneous), the most efficient scenarios are S11 
and S12 (community mental health 1 and 2) and S4 
(health-related day care). According to the results, S2 
(non-acute residential and hospital care), S3 
(residential care), S5 (non-health-related day care) 
and s6 (outpatient care) could be main the targets in a 
decisional environment based on the improvement of 
the RTE. In this DEA orientation, the area number 15 
has a relevant impact on the RTE scores because it 
was a highly penalised due to the lack of information.  

It is highly recommended to increase the day care 
resources to be equal, at least, to medical ones. This 
intervention should increase both the RTE and the 
mental health care quality, in addition to an expected 
decrease in the economic burden of the system. In this 
sense, there are empirical evidences that show that 
community-based care is more cost-effective than 
institutional-based care (WHO, 2005). 

The proposed DSS can assess the impact of an 
almost infinite number of planning interventions. 
This process can decrease the intrinsic managerial 
risk associated to any real management decision. For 
example, it can evaluate the effects on the system of 
transferring some professionals from a mental health 
area, or areas, to other/s: this implies changes in the 
provision, utilization and outcome variables. This 
analysis understands that any intervention in a 
specific geographical area will probably have an 
impact on the others because of the interrelations 
between them. 

4.4 Limitations 

The analysis of RTE in specific mental health areas is 
relevant and useful but insufficient to evaluate the 
global situation of mental health care. The pathway of 
care that should be followed by a specific user has to 
be designed depending on his clinic status. In Spain, 
the first point of contact in the health care system is 
usually located in a primary care service or in a 
hospital. From these units, the patient can be derived 
to a secondary care service afterwards. All the 
mentioned services have been include in this study. 
Nevertheless, until the patient arrives to this 
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secondary level, he has followed an itinerary that 
ought to be studied if RTE scores have to be 
increased. To avoid an increase in the re-
hospitalization number, in the number of stays at the 
hospitals, in the frequentation, the prevalence or even 
in the incidence of mental disorders, a most efficient 
care coordination and an integrative professional 
practice have to be highlighted (Burns, Goldsmith, & 
Sen, 2013; Cordero et al., 2015).  

In conclusion, it should be necessary to include 
primary care services in RTE assessment in order to 
have a complete picture of the mental health system 
under analysis. 

5 CONCLUSIONS 

In the decision making processes based on empirical 
evidence, the intrinsic decisional risk decreases. 
Therefore, it is fundamental to provide the decision 
maker as much reliable information as possible to 
understand the real situation (Gibert, García-Alonso 
& Salvador-Carulla, 2010).  

The Monte-Carlo DEA model has provided high-
level and empirical informed-evidence on the RTE 
based on the provision and utilization of mental 
health services in small geographical areas of the 
Bizkaian Health System. Based on the results, it has 
been possible to identify and analyse potential 
improvements that can be transformed into decisional 
interventions to be checked by modifying input or 
output values (statistical distributions) in the DSS. 
The obtained results may help decision makers to 
prioritise them in an uncertain context dominated by 
economic restrictions. 

Future research will be focused on the validation 
of the DSS analysing real decisional situations with 
multiple feasible alternatives. Selected micro-
management interventions, those that imply a relative 
small number of variables, based on policymaker 
interests will be selected to assess potential 
improvements and risks on the system management 
prior their implementation, Following this process, 
the decision making process is supported by empirical 
evidence. This feature matches with the strategies 
established in the Mental Health Action Plan 2013-
2020 (WHO, 2013). 
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Abstract: The food industry plays an important role in economy of many countries. It is the leading manufacturing 
industry in EU in terms of turnover, value added and employment. However, it has been facing a decrease in 
competitiveness lately. In this paper we study the competitiveness of very large companies from the food 
industry sector in central and east European countries (CEE) by measuring their efficiency within the Data 
Envelopment Analysis (DEA) approach. The efficiency analysis is conducted by using the BCC model 
where certain financial ratios are used as its inputs and outputs. The study includes more than 200 very large 
companies from 13 CEE countries over time period from 2005-2013. The research results have shown that 
although some countries were more efficient than the others during the entire research period, no patterns in 
the efficiency of the food industry subsectors could be recognised. On the other hand, DEA approach 
enabled recognizing sources of inefficiency on a national level. 

1 INTRODUCTION 

The food industry is a very important component of 
the economy of many countries and has a unique 
role in expanding their economic opportunities. Its 
impact is not limited only to the economic growth 
but also affects various aspects of the society. 
Together with agriculture it is the main source of 
national income for most developing countries. Even 
in developed countries its role is of utmost 
importance. For example, the food and drink 
industry is the first manufacturing industry in the 
EU, leading in terms of turnover (€1090 billion or 
15.6%), value added (€212 billion or 13%) and 
employment (4.25 billion people in direct 
employment or 15.2%) (FoodDrink Europe, 2016). 
Statistical classification of economic activities in the 
European Community, abbreviated as NACE, 
classifies food industry as sector C10. Its 9 
subsectors are shown in Table 1. 

In 2013, the food industry sector in Europe 
included 264.1 thousand enterprises that employed 
13.6% of the total manufacturing workforce in and 
had a wage-adjusted labour productivity ratio of 
157.1% (manufacturing ratio average is 148,0%). 
Almost 60% of these companies were engaged in 

activities classified under C.10.7, followed by 
approximately 15% in C.10.1 and 23.3% in C.10.8 
(Eurostat 2013). 

Table 1: Classification of food industry sector C10. 

C10.1 Production, processing, preserving of meat, meat 
products 

C10.2 Processing and conservation of fish, crustaceans 
and molluscs 

C10.3 Processing and conservation of fruit and 
vegetables 

C10.4 Manufacture of vegetable and animal fats and 
oils 

C10.5 Manufacture of dairy products 
C10.6 Manufacture of milling products, starches and 

starch products 
C10.7 Manufacture of bakery products and pastas 
C10.8 Manufacture of other foodstuffs 
C10.9 Manufacture of products for animal feed 

The leading European countries in the food 
industry are Germany, France, UK and Italy, but 
certain central and east European (CEE) countries, 
such as Bulgaria, Romania and Poland, have one of 
the greatest wage-adjusted labour productivity 
ratios. However, the EU food and drink industry is 
facing a decrease in competitiveness lately. Despite 
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that fact, no analysis of the food sector in CEE has 
been made recently. 

In this paper, we study the competitiveness of 
large companies from food industry sector in 13 
CEE countries (Bosnia and Herzegovina, Bulgaria, 
Croatia, Czech Republic, Hungary, Latvia, 
Lithuania, Montenegro, Poland, Romania, Serbia, 
Slovakia and Slovenia). The study includes all very 
large companies from food sector for which data 
was provided by AMADEUS database, that is over 
200 very large companies during the time period 
from 2005-2013. We investigated their relative 
efficiency using the BCC model from the Data 
Envelopment Analysis (DEA). DEA is a 
nonparametric method for measuring the relative 
performance of decision making units (DMU’s) and 
identifying efficient production frontiers in presence 
of multiple inputs and outputs. The method was 
developed by Charnes, Cooper and Rhodes 
(Charnes, Cooper and Rhodes, 1978). In our 
analysis, DMUs are particular companies, while 
inputs and outputs of the BCC model are their 
financial ratios. Based on the efficiency scores of 
companies, we draw conclusions about the 
efficiency of the food industry subsectors as well as 
the efficiency of food industries of particular 
countries. Also, we were able to identify sources of 
inefficiency of certain countries, which might assist 
policy makers in developing strategies which might 
improve competitiveness of their food industry 
sectors and thus affect their economic growth. 

2 LITERATURE REVIEW 

Given the role the food industry plays in the 
economy of many countries as well as in global 
economy there are many publications issued by 
official governmental and non-governmental 
organizations, such as Food and Agriculture 
Organization of the United Nations (FAO) or 
European Commission (EC), that deal with the 
agribusiness, its role in economic development and 
its competitiveness. Each year FAO publishes The 
State of Food and Agriculture report. In its 1997 
issue special chapter was devoted to the subject of 
agro-processing industry and economic development 
(FAO, 1997). In 2009, FAO has published another 
document on key factors affecting the development 
and competitiveness of agro-industries (FAO, 2009).  

Given the decrease in the relative 
competitiveness of EU food and drink industry 
compared to other world food producers in terms of 
slower growth in labour productivity and added 

value, EC is actively taking efforts to come up with 
the policy measures which would support the 
competitiveness of that sector. It also publishes 
studies which assess EU food and drink industry 
competitive positions. Some of such recent studies 
on the competitive position of the European food 
and drink industry commissioned by EC are 
(Wijnands and Verhoog, 2016) and (European 
Commission, 2016).  

Verschlede et al. (2014) conducted a general 
study to obtain insight into firm-level 
competitiveness across all sectors in Europe, 
including the food industry, by using a 
semiparametric stochastic metafrontier approach. 
Many studies have used DEA approach to measure 
efficiency and competitiveness of the food industry. 
Charles and Zegarra (2014) have developed a 
regional competitiveness index by using the 
methodology based on DEA to measure and rank the 
competitiveness of all the regions of Peru. 
Rodmanee and Huang (2013) have used a relational 
two-stage DEA to evaluate the efficiency of 23 food 
and beverage companies in Thailand. Shamsudin et 
al. (2011) used the DEA approach to evaluate the 
market competitiveness of small and medium 
enterprises in the food industry in Malaysia. Study 
conducted by Tektas and Tosun (2010) benchmarks 
the supply and chain performance of Turkish food 
and beverage companies by using DEA. The DEA-
efficiency and productivity changes in the food 
industry in India during pre and post liberalisation 
period were studied by Ali et al. (2009). The former 
also identifies the causes of inefficiency across 
various sectors. Kocisova (2015) investigates the 
relative efficiency of the agricultural sector in the 
EU using DEA during the period 2007-2011, where 
decision-making units (DMUs) are agricultural 
subsectors. The paper by Kocisova (2015) also gives 
a good literature review of different approaches to 
measuring efficiency in the agricultural sector in 
Europe. However, there are no recent studies of the 
competitiveness of European food industry by using 
the DEA approach.  

3 METHODOLOGY 

The mathematical formulation of the basic DEA 
CCR model (Charnes, Cooper and Rhodes, 1978) is 
as follows. We observe N decision making units, 
denoted as DMU1, DMU2,…,DMUN, that use the 
same n inputs in order to produce the same m 
outputs. Let xij be an input i for some DMUj, 
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 1, ,i n   and yrj its output r,  1, ,r m  , 

 1, , .j N   Therefore, a particular DMUj is 

described by vectors  1 2, , ,j j njx x xX   and

 1 2, , ,j j mjy y yY  . In order to make the model 

stable, it is recommended that 

  max ,3 .N mn m n   For an arbitrary decision 

making unit DMU0=DMUj,  1, , ,j N   a virtual 

input 1 1 ...o n nou x u x   and a virtual output 

1 1 ...o m mov y v y  are formed with (initially) unknown 

weights (vr) and (ui). The model can be input or 
output oriented, depending on whether DMUs’ aim 
is to minimize the inputs for a given level of outputs 
or vice versa. In the output oriented approach, these 
weights are determined by solving the following 
fractional programming model for each 
DMU0=DMUj: 
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where 0   is a non-Archimedean element. Using 
Charnes-Cooper transformation (Charnes and 
Cooper, 1962) this fractional programming model 
can be linearized and also written in its envelopment 
form (Cooper, Seiford and Zhu, 2011).  

Since CCR model assumes constant returns to 
scale, Banker, Charnes and Cooper (Banker, 
Charnes and Cooper, 1984) developed a generalised 
DEA model that assumes variable returns to scale 
(VRS). Their significant contribution to the DEA 
was the idea to let each DMU use the set of weights 
that puts it in the best position regarding the other 
DMUs (www.deazone.com [10.7.2013]). In output-
oriented BCC model, the measure of technical 
efficiency ϕ is obtained by solving the following 
linear program for each DMU0=DMUj: 
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where s-, s+ are vectors of slack variables and θ is the 
solution of the dual problem. If we denote the 
optimal solution as (  , , )s s   , then DMU0 is 

efficient iff ϕ=1 and s = s = 0. DMU0 is weakly 
efficient iff ϕ* = 1 and s ≠ 0 or s ≠ 0 in some 
alternate optima (Cooper, Seiford and Zhu, 2011). 
This study uses BCC model for several reasons. 
First, it is a relatively simple tool that gives the 
needed results. Secondly, it allows assuming 
variable returns to scale, and thirdly, it can handle 
negative data that is often found in financial analysis 
(Pastor and Ruiz, 2007). 

4 DATA AND RESULTS 

The data sample for our study included all the very 
large food manufacturers in CEE countries for which 
data were available in AMADEUS database. We 
considered the time period from 2005-2013. The 
number of companies varies between 235 in 2005 
and 284 in years 2007 and 2008 (table A1 in 
appendix). There are several reasons why it is 
interesting to analyse the segment of very large 
companies. On average, very large companies from 
this database hold on around 40.2% of total asset 
and 37,52% of all the capital in food industry of the 
countries observed during the period of analysis. 
Also, very large companies have employed 22.28% 
of the total workforce (on average) within the CEE 
food industry sector. The data shows that during 
2005-2013 the average profit margin (PM) of very 
large producers in food industry sector was smaller 
than the PM of large companies. Compared to 
medium sized companies, the profit margin of very 
large companies was smaller only in years before 
2010. Furthermore, when compared to companies 
classified as small, they reaped greater profit margin. 
Data shows that the number of very large food 
producers has been increasing over the years. The 
choice of variables used for evaluating the 
companies was determined by the availability of 
data. Since the most commonly reported data in 
AMADEUS dataset are operating revenue, total 
asset, capital and profit margin, these variables were 
used to investigate the relative efficiency of the very 
large food producers in CEE countries. Given the 
fact that DEA cannot deal with missing values 
(Smirlis, Maragos and Despotis, 2006), companies 
with missing data were excluded from the study. 
This reduced the sample by not more than 5% of the 
total number of companies in each year. The ratio of 
profit/loss before tax to total asset (ROA) and profit  
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Figure 1: Relative position of countries by years during 2005-2013.

margin were used as indicators of profitability. Since 
capital and operating revenue are given in absolute 
terms, we introduce their ratio (capital/operating 
revenue) as a measure of productivity of capital. 

Classification of companies by their subsector is 
presented in table A2 in the appendix. 

DEA demands that there is at least one variable 
considered as input and one variable considered as 
output. Since greater values of ROA and profit 
margin are preferred, these variables were taken as 
outputs, while the productivity of capital was taken 
in its inverse form (revenue/capital) and considered 
as an input of the BCC model. The minimum and 
maximum values of correlation coefficients among 
variables for each year during the time period from 
2005-2013 are given in Table 2. The correlation 
coefficients between input and output variables are 
meaningful and indicate that there are no redundant 
variables. 

Table 2: Minimum and maximum values from the 
correlation matrix. 

cap/rev ROA RM
cap/rev 1  
ROA -0,22 / -0,08 1 
RM -0,61 / -0,05 0,6 / 0,73 1

For each year, the rankings of companies were 
obtained by solving the BCC model. The results 
showing the most efficient and 5 least efficient 
companies are reported in tables A3 (years 2005-
2009) and A4 (years 2010-2014) in the appendix. 

Averaging the efficiency ratios of food 
companies from a specific country allows ranking of 
countries by their food industry efficiency. Figure 1 
shows the relative positions of countries in time 
period 2005-2013. It is obvious that Bulgaria, 
Poland, Czech Republic and Hungary are the leading 
countries in this sector. Bosnia and Herzegovina is 
the least efficient country. On the other hand, 
averaging the rankings within each food industry 
subsector allows recognising the changes in the 
relative efficiency over the years. The results 
illustrated in Figure A1 in the appendix show that 
subsector C10.7 is strongly at the bottom. Also, 
C10.9 and C10.2 are in the middle of the range of 
relative rankings with respect to other sectors for 
each year of the considered period. However, there 
are large oscillations of average efficiency ranking 
within subsectors during 2005-2013. 

DEA also allows recognizing the weaknesses of 
a specific DMU. It is given by the percentage 
difference of DMUs inputs and outputs compared to 
its efficient projection on the efficient frontier. By 
averaging these percentage differences within a 
single country, we got indicators of competitive 
advantages and inefficiency sources, as shown in 
tables A5, A6 and A7 in the appendix. These results 
show that, on average, efficient countries have small 
deviations from their projections in both outputs and 
input. On the other hand, the inefficient countries 
have large deviations from projections, again in both 
outputs and input. Overall, each country has 
different sources of strengths and weaknesses, as 
shown by table A5, A6 and A7 in the appendix.. The 
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results obtained on a company level, as well as on 
the country level, can be used as guidelines for 
assisting policy makers in creating policies which 
might lead to improving efficiency and 
competitiveness, thus also having positive effects on 
economic growth. 

5 CONCLUSIONS 

The food industry plays an important role in the 
economy of many countries. Developing its 
competitiveness has positive effects on long-term 
economic growth. Therefore it is important to assist 
the policy makers in identifying sources of 
inefficiency and developing strategies which would 
improve its competitiveness. In this study we have 
conducted efficiency analysis of very large 
companies in the food sector of CEE countries using 
the DEA approach, namely the BCC model. The 
results of the BCC model identified Bulgaria, 
Poland, Czech Republic and Hungary as leader CEE 
countries in terms of efficiency of very large 
companies in the food sector in the period of 2005-
2013. Bosnia and Herzegovina, Montenegro and 
Slovakia were relatively inefficient in this dataset. 
Croatia and Romania showed to be somewhere in 
the top middle, which is rather surprising since 
Romanian food industry is considered as more 
developed. Moreover, the model detects the ex-post 
efficiency/ inefficiency of decision-making units. 
The results indicate variables where improvements 
can be made. It also indicates the sources of 
efficiency which a company/ country should 
strengthen as its competitive advantage. The 
findings are company/country specific. However, the 
analysis does not include any future projections or 
effects of the uncertainty. Limitations of this study 
are related to the availability of financial data. It 
must be noted that small and medium enterprises are 
poorly covered in AMADEUS database. This 
restricts the number of companies in the sample, 
leading to conclusions that cannot be generalized. 
As for further research, in order to derive the 
generalized results, the analysis should also include 
small, medium and large companies within food 
industry, but that would require using models which 
allow missing data. Also, it would be interesting to 
conduct the similar analysis for all European 
countries.  
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APPENDIX 

In this section we bring the figure and tables that we 
have referenced in the text. 

 

Table A1: Number of companies per country per year included in the study. 

 2005 2006 2007 2008 2009 2010 2011 2012 2013 
BIH 11 12 15 14 14 12 11 7 8 
HUN 11 10 13 13 13 14 15 15 15 
CRO 17 17 17 17 17 17 17 17 15 
SLV 3 4 4 4 4 4 4 4 4 
SER 50 53 54 55 49 48 48 49 43 
ROM 40 28 40 42 42 40 43 42 42 
CZE 13 11 14 14 16 17 16 17 17 
POL 51 65 72 76 86 85 85 84 78 
BUL 3 4 5 6 7 6 6 6 7 
SLK 6 11 10 11 11 11 11 11 11 
MNE 3 3 0 0 6 6 7 6 1 
LAT 1 1 1 1 1 1 1 2 2 
LIT 7 8 8 8 8 8 8 8 8 

 216 227 253 261 274 269 272 268 251 

Table A2: Number of companies per activity (by NACE classification) per year included in the study. 

 2005 2006 2007 2008 2009 2010 2011 2012 2013 
C10.7 5 5 3 3 5 5 4 4 2 

C10.7.1 26 26 28 28 27 29 28 25 24 
C10.8.2 16 16 17 18 21 21 20 21 20 
C10.8.4 1 1 2 2 2 2 2 2 2 
C10.6.1 29 29 31 34 33 32 31 33 29 
C10.8.6 3 3 3 3 3 3 3 3 3 
C10.5.2 1 1 1 1 1 1 1 1 1 
C10.7.3 1 1 2 2 3 3 3 3 3 
C10.8.9 3 3 5 6 7 6 9 9 8 
C10.9.1 22 22 23 23 24 23 25 23 22 
C10.9.2 5 5 5 5 6 6 6 6 6 
C10.6.2 6 6 6 7 7 7 7 7 7 
C10.8.1 14 14 15 15 18 16 17 17 16 
C10.5.1 39 39 47 47 49 49 48 48 47 
C10.2 7 7 7 8 9 9 9 8 8 

C10.1.1 25 25 29 29 27 26 29 27 26 
C10.3.1 2 2 2 2 2 2 2 2 2 
C10.1.2 9 9 12 12 12 12 11 12 9 
C10.1.3 13 13 15 16 18 17 17 17 16 
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Table A3: Efficient and 5 least efficient companies, 2005-2009. 

2005 2006 2007 2008 2009 
ROM124.C10.1.1 POL145.C10.1.3 ROM160.C10.6.2 POL51.C10.8.2 POL94.C10.9.2 
CRO143.C10.1.3 SER169.C10.1.1 POL184.C10.1.3 SER120.C10.1.1 POL150.C10.8.2 
POL192.C10.9.1 POL191.C10.9.1 POL206.C10.5.1 BUL194.C10.8.6 BUL157.C10.8.6 
POL207.C10.8.1  ROM211.C10.1.1 ROM199.C10.1.1 ROM175.C10.5.1 

  POL222.C10.9.1 POL228.C10.9.1 ROM177.C10.1.1 
  ROM240.C10.1.3 ROM188.C10.1.3 
  POL260.C10.3.1 POL239.C10.9.1 

… … … … … 
BIH133.C10.1.1 BIH1.C10.7 BIH179.C10.1.1 SER72.C10.6.1 SER78.C10.6.1 
MNE161.C10.8.4 ROM154.C10.8.2 SER42.C10.7.1 LAT216.C10.2 BIH6.C10.6.1 
SER61.C10.6.1 SER37.C10.8.2 SER74.C10.6.1 SER93.C10.6.2 ROM217.C10.6.1 
BIH6.C10.6.1 BIH126.C10.1.1 ROM201.C10.6.1 SLK156.C10.8.1 ROM189.C10.1.3 

SER59.C10.6.1 BIH4.C10.6.1 SER193.C10.9.1 ROM205.C10.7.1 BIH77.C10.6.1 

Table A4: Efficient and 5 least efficient companies, 2010-2014. 

2010 2011 2012 2013 
ROM139.C10.1.1 SER55.C10.7.1 ROM127.C10.1.1 HUN8.C10.6.2 
POL148.C10.1.1 SER110.C10.8.1 ROM159.C10.1.1 ROM78.C10.8.9 
POL180.C10.1.3 ROM135.C10.1.1 ROM198.C10.6.1 ROM116.C10.1.1 
BUL193.C10.8.6 MNE197.C10.1.1 SER273.C10.6.1 BUL157.C10.8.1 
ROM203.C10.1.1 ROM200.C10.1.1  ROM161.C10.1.1 
POL227.C10.1.3 POL233.C10.8.2  POL207.C10.8.2 
POL233.C10.8.2 POL238.C10.9.1  SER257.C10.6.1 
POL238.C10.9.1    
POL273.C10.1.2    

… … … … 
SER86.C10.6.1 POL219.C10.2 CZE 50.C10.7.1 POL24.C10.6.1 

BIH1.C10.7 ROM152.C10.1.3 SER68.C10.8.2 HUN44.C10.1.1 
SER85.C10.6.1 ROM180.C10.7.1 ROM38.C10.5.1 ROM38.C10.5.1 

ROM211.C10.6.1 ROM206.C10.6.1 ROM171.C10.7.1 SER152.C10.9.1 
ROM158.C10.1.3 POL226.C10.1.1 POL232.C10.2 ROM37.C10.5.1 

Table A5: Average inefficiency of input (%). 

 2005 2006 2007 2008 2009 2010 2011 2012 2013  
BIH -12.47 -93.43 -54.31 -71.16 -71.55 -68.24 -89.83 -69.37 -61.04 -66.30
HUN 0.00 -51.63 0.00 -6.53 -4.20 -3.30 -44.64 0.00 0.00 -13.79
CRO -4.74 -78.34 -17.33 -29.32 -31.67 -30.31 -62.47 -23.32 -3.32 -34.69
SLV 0.00 -87.01 -1.48 -3.56 -1.79 0.00 -82.84 -1.81 0.00 -22.31
SER -1.74 -88.61 -26.01 -34.22 -36.78 -33.64 -77.00 -18.06 -14.22 -39.51
ROM 0.00 -59.87 -3.49 -19.73 -15.72 -18.17 -56.67 -11.36 -14.91 -23.13
CZE 0.00 -67.09 0.00 -2.42 -6.37 -6.67 -50.13 -4.07 -3.70 -17.09
POL 0.00 -47.32 -3.23 -13.00 -12.57 -8.13 -37.01 -5.59 -7.65 -15.86
BUL 0.00 -42.88 -6.83 0.00 -13.23 0.00 -45.95 -11.62 -4.18 -15.06
SLK 0.00 -86.68 -20.31 -27.10 -32.90 -31.38 -72.88 -18.95 -20.80 -36.27
MNE -33.30 -92.81  -61.96 -69.62 -82.42 -74.93 0.00 -69.17
LAT 0.00 -93.18 -13.73 -87.51 -57.19 -32.91 -92.54 -9.04 -16.19 -48.26
LIT 0.00 -75.23 0.00 -5.55 -8.28 -8.30 -66.28 -3.45 -7.47 -20.89

 -4.02 -74.16 -12.23 -25.01 -27.25 -23.90 -66.20 -19.35 -11.81  
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Table A6: Average inefficiency of ROA (%). 

 2005 2006 2007 2008 2009 2010 2011 2012 2013  
BIH 132.62 202.75 95.25 44.51 180.67 87.99 24.95 27.55 57.74 99.53
HUN 61.85 154.15 64.06 30.88 60.27 54.57 23.12 19.33 45.07 58.53
CRO 75.76 117.78 68.16 23.89 57.40 54.77 21.51 24.26 44.97 55.44
SLV 99.31 178.00 78.30 28.39 67.17 64.45 24.76 25.35 52.31 70.72
SER 130.10 210.06 89.24 36.81 73.81 71.13 19.59 24.73 46.22 81.93
ROM 71.17 149.79 67.95 66.78 187.90 74.18 26.33 21.96 50.27 83.26
CZE 64.00 151.69 68.51 27.62 61.50 50.22 18.84 18.45 36.53 57.60
POL 55.45 98.12 50.72 29.10 56.19 39.77 18.95 18.90 34.95 45.90
BUL 60.21 74.20 53.84 24.77 46.49 38.94 18.16 16.70 27.88 41.66
SLK 150.02 166.41 79.19 41.93 63.50 61.68 21.65 22.11 45.22 75.81
MNE 135.35 184.93  67.16 88.34 22.23 30.35 48.75 88.06
LAT 99.33 250.19 79.78 0.00 75.48 51.94 22.03 28.03 49.93 75.85
LIT 58.88 118.77 68.26 29.79 57.70 44.91 19.59 19.18 36.39 52.14

 91.85 158.22 71.94 32.04 81.17 60.22 21.67 22.84 44.33  

Table A7: Average inefficiency of profit margin (%). 

 2005 2006 2007 2008 2009 2010 2011 2012 2013  
BIH 79.26 44.78 281.26 145.80 169.59 87.99 28.68 41.88 85.22 107.16 
HUN 27.23 26.89 60.99 29.82 57.04 53.67 24.22 29.04 45.07 39.33 
CRO 29.28 19.22 66.83 23.86 55.33 52.77 36.07 37.24 44.97 40.62 
SLV 33.85 28.11 78.30 28.39 67.17 64.45 25.54 41.09 52.31 46.58 
SER 49.98 33.41 85.23 43.61 72.96 72.64 26.69 53.01 97.32 59.43 
ROM 29.35 26.01 72.35 52.22 77.77 88.60 33.93 49.74 53.95 53.77 
CZE 26.91 25.99 63.10 26.42 57.31 49.26 20.25 26.69 37.08 37.00 
POL 25.25 21.16 50.09 27.23 46.72 38.34 20.23 28.16 34.87 32.45 
BUL 23.71 16.48 53.84 24.77 43.70 38.94 18.83 23.00 27.88 30.13 
SLK 42.78 24.71 79.19 41.93 63.50 61.68 26.38 33.47 45.22 46.54 
MNE 76.80 34.08  67.16 65.20 29.64 299.42 48.75 88.72 
LAT 33.45 37.07 79.78 131.69 75.48 51.94 23.11 45.77 49.93 58.69 
LIT 27.62 23.84 68.26 29.79 57.70 44.91 21.48 28.79 36.39 37.64 

 38.88 27.83 86.60 50.46 70.11 59.26 25.77 56.71 50.69  

 

 

Figure A1: Rankings of food industry subsectors by years. 

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

392



Survey of Reverse Logistics Practices 
The Case of Portugal 

Ricardo Simões1, Carlos Carvalho2, Ricardo Félix2 and Amílcar Arantes3 
1Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, Lisboa, 1049-001, Portugal 

2Logistema, Alameda dos Oceanos, 31 1.02.1.1, Lisboa, 1990-207, Portugal 
3CERIS, CESUR, Instituto Superior Técnico, Universidade de Lisboa, Av. Rovisco Pais, Lisboa, 1049-001, Portugal 

ricardo.campino.simoes@tecnico.ulisboa.pt, {ccarvalho, ricardo.felix}@logistema.pt, amilcar.arantes@tecnico.ulisboa.pt 

Keywords: Reverse Logistics, Supply Chain Management, Survey. 

Abstract: Reverse Logistics (RL) has gained substantial relevance in the field of supply chain management, mainly 
because RL combines environmental, economic and social factors. Although there are studies on RL practices, 
none of these studies are related to the Portuguese case. Therefore, a survey was conducted in Portugal to fill 
this gap. This study was applied to a group of Portuguese companies of four industrial sectors. These four 
sectors are highly diversified, regarding the way RL is managed. The results demonstrate that companies 
consider the management of RL important. The most common practice used is the proper disposal of returned 
products. The companies mainly adopt RL due to the benefits associated with the improvement of customer 
satisfaction and the reduction in logistics costs. The biggest barrier to the implementation of RL is a lack of 
strategic planning by the companies on handling returned products. The main reason affecting the 
performance of RL activities is the lack of quality of the returned product. The study also allowed to estimate 
the volume of returned products and the costs of RL. 

1 INTRODUCTION 

Currently, the world faces growing uncertainty on the 
demand of consumers. Adding to that, the national 
economic situation represents an aggravating factor 
for the Portuguese market. Furthermore, the 
seasonality of the sales and the implementation of 
various campaigns and promotions throughout the 
year are also responsible for an increased difficulty in 
making accurate forecasts for the consumer demand. 
On other hand, the operations of Reverse Logistics 
(RL) decisively contribute to the value and 
competitiveness of enterprises, where margins and 
profitability are increasingly lower, therefore the 
challenge is to transform costs in added value to the 
supply chain management. Hence, it is increasingly 
important to consider RL essential and stop labelling 
it as "the forgotten child of the supply chain" (Morrel, 
2001). 

The poor implementation of RL systems have 
disastrous effects for businesses and cause high costs 
in transportation and storage, increase processing 
times and accumulation of products with no 
destination, conflicts with customers/suppliers, legal 
and environmental issues. This lack of planning and 
implementation of RL systems is a reality in Portugal, 

making the costs of RL relatively high (Logistica 
Moderna, 2013). One of the major difficulties for 
companies is how to effectively and economically 
collect all the products from the place where they are 
no longer desired and transfer them to a place where 
they can be processed, reused or recovered. There are 
several studies on RL practices, but none 
contemplates the Portuguese context. This work, 
“survey of RL practices in Portugal”, intends to 
contribute and fill this gap. 

2 LITERATURE REVIEW 

In the past, RL was only seen as a cost for the 
companies, however the perspective on RL is shifting 
markedly whether by its economic value gained in 
reusing used products, or by using used components 
in the manufacture of new products (Savaskan and 
Van Wassenhove, 2006). With concerns about 
product returns and proper implementation of RL 
systems, the academic community has been studying 
this area and as a result, in recent years, increasingly 
more scientific articles on this subject have been 
published (Rubio et al., 2008). 
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In the early nineties, the first definition of RL 
emerges. Stock (1992) emphasised the recovery 
aspects of RL, defining as: "... the term often used to 
refer to the role of logistics in recycling, waste 
disposal, and management of hazardous materials; a 
broader perspective that includes all logistics 
activities such as recycling, substitution, reuse of 
materials and disposal of products”. Furthermore, 
Rogers and Tibben-Lembke (1998) summarize RL as 
the process of moving goods from the final 
destination to another point in the supply chain, in 
order to capture unavailable value. More recently, 
Pokharel and Muha (2009) stated that the focus of RL 
refers to the waste management, recycling of 
materials, recovery of components or product 
recovery. According to the authors RL involves a 
paradigm shift in terms of product life-cycle. 
Traditionally the life cycle of a product was between 
the period of its manufacture and its disposal ("cradle-
to-grave"). Currently RL allows a change of the 
product life cycle, from the period of manufacture to 
its recovery ("cradle-to-cradle"). 

Companies have been using more liberal return 
policies in order to reduce the risk of the final 
customers and thus increase sales volume (Smith, 
2005). In the United States, the estimates are even 
more significant with the annual costs about $ 100 
billion for the manufacturers and retailers  
corresponding to a reduction in the yield at about 
3.8% (Blanchard, 2007), while Greve and Davis 
(2012) state that the electronics industry is over 14 
billion dollars, as well as the rates of returns of the 
end customers ranging from 5% to 9% of sales for 
most retailers. 

Implementing an effective system generate 
multiple benefits for businesses, including increased 
customer satisfaction level, reducing the level of 
investment in resources, and reduce storage and 
distribution costs (Andel, 1997). Thus, the integration 
of RL in supply chains is increasingly used as a 
strategy to increase profits or to promote 
sustainability and customer satisfaction (Du and 
Evans, 2008). That said, Brito and Dekker (2003) 
identify the main reasons that lead companies to 
adopt RL operations: 
 Economics – RL programs can bring direct 

gains through lesser use of raw materials, 
reduction in disposal cost, etc. Companies also 
have indirect gains due to competition, 
environmental image, improve customer-
supplier relations, etc; 

 Legislation - refers to any jurisdiction that 
indicates that a company should recover all the 
products produced by them or own 

responsibility for end-of-life products. With the 
growing concern for the environment, laws 
have been emerging in European, that forced 
companies to develop their RL processes with 
the introduction of quotas for the recovery, 
recycling and packaging; 

 Corporate citizenship - concerns a set of values 
and principles that motivate an organization to 
become involved responsibly in RL activities. 
This motivation arises from the need to hold a 
responsible and conscientious stand towards   
environmental issues. 

The activities of a RL network in supply chains 
may differ, such as, type of products returned, the 
desired recovery and the logistics network 
implemented. We can essentially identify 5 groups of 
recurrent activities in various supply chains with RL 
(Prahinski and Kocabasoglu 2006; Barker and 
Zabinsky 2008; Silva et al. 2013). These groups are: 
acquisition of products, collection of products, 
inspection and disposal, recovery and distribution and 
resale. 

Ravi and Shankar (2005) studied the main barriers 
to the implementation of RL operations in the 
automotive industry. They concluded that there are 
five main barriers, lack of knowledge of RL, lack of 
commitment by managers, problems with product 
quality, lack of strategic planning and financial 
constraints. However, the lack of knowledge 
regarding RL practices is the most significant barrier. 
Therefore, managers should focus on the 
development of their awareness on the use of RL. 

Aberdeen Group (2006) conducted a study on RL 
based on a survey of 175 companies from various 
continents. The aim of this study was to analyze the 
best management practices on RL. From the 
companies surveyed, 61% mentioned that effective 
management of RL is very important. The authors 
also found that companies spend about 9% of sales in 
costs related with RL.  

According to a study by Chan and Chan (2008), 
successful RL systems may result in greater customer 
loyalty and reduced operating costs due to the reuse 
or replacement of products. Their study consisted of 
a total of 73 companies of the mobile industry in 
Hong Kong and 34 interviews. This research showed 
that companies in this sector consider RL important, 
but compared to other issues RL importance is 
smaller and this is the biggest barrier to the 
implementation of RL. 

Finally, Ravi and Shankar (2015) developed a 
study, based on a survey of 105 companies in India, 
where they investigated RL practices in four sectors 
of the Indian industry: automotive, paper, food and 
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electronics. They concluded that the adoption of RL 
practices is crucial and RL should be integrated at a 
strategic level and also found that the volume of 
returned products is a critical factor to RL 
implementation. Nevertheless, the most important 
factor to RL implementation is the economic benefit 
associated. 

The main objective of this work is to assess the 
perception of RL practices in the Portuguese context. 
In order to achieve this goal, the following research 
questions (RQ) were addressed: RQ1 - What are the 
most common RL practices in the Portuguese 
industry?; RQ2 - What are the main reasons that lead 
companies to the adoption of RL practices?; RQ3 - 
What are the main barriers experienced by companies 
in implementing RL practices?; RQ4 - What are the 
main reasons affecting RL performance? 
Accordingly, the work presented herein contributes to 
expanding the knowledge on RL, in Portugal. 

3 RESEARCH METHOD 

For this work, a questionnaire survey methodology 
was used to determine the perception on RL practices 
in the Portuguese context. The questionnaire was 
designed to obtain answers to all research questions 
previously presented. The questions were based on 
other published works (Andel, 1997; Daugherty, 
Richey, Genchev, & Chen, 2005; Ravi & Shankar, 
2005; Ravi V & Shankar, 2015; Rogers & Tibben-
Lembke, 1998; Tibben-Lembke, 2002; Tibben-
Lembke & Rogers, 2002), and addresses issues such 
as the RL practices, reasons to adopt, barriers and 
performance difficulties. The five point Likert scale 
was considered appropriate for the evaluation of this 
type of issues. 

The initial questionnaire that resulted from the 
literature review was validated by a group composed 
of one teacher, two researchers and two senior 
consultants specialists in SCM. Later the corrected 
and improved questionnaire was used in a pilot test 
envolving five companies. After the pilot, some of the 
questions were modified to convey their intended 
meaning and a few other questions were deleted. 

In this work, four sectors of Portugal industries 
dealing with RL operations were selected for this 
survey: Food Industry (FI), Automotive Industry 
(AI), ConsumersElectronics (CE) and Manufacturing 
(Mf) (metallurgical, energy, textile, paper and wood). 
In the FI, RL has a unique role with regard to food 
safety. With return policies for food products, 
companies allow the return of defective or out of date 
products, preventing infection or intoxication 

problems. AI is one of the most dynamic and 
important sectors in Portugal economy. RL is very 
important, due to the type of returns (defective 
product, etc.), as well as the reuse of the main 
components and subsequent resale. In the CE, the 
kind of product commercialized has short life cycle 
due to software updates, among others, that originates 
a high rate of replacement or removal. The very 
nature of the products makes them obsolete because 
of the introduction of new equipment and this is the 
major challenge (Chan and Chan, 2008). Currently, 
the Mf is losing importance and it is necessary to 
achieve its revitalization by modernizing their 
production processes. This is where RL enters since 
it allows for the reduction of costs and less use of raw 
materials.These four sectors are highly diversified in 
nature with respect to how they operate their RL 
programs. 

Most of the companies selected to compose the 
sample were identified by Logistema, a consultant 
partner in this study. In total, 225 companies 
operating in Portugal were identified for the survey. 
The survey was conducted in May-September 2016. 
Questionnaires were sent via email to logistics 
directors and, in some case, to general email 
addresses, with information about the study, 
identifying the objectives and scope of the work, and 
with a link to the questionnaire. Reminders were sent 
to all the non-respondents. In addition, phone calls 
were made in order to increase the number of 
responses to the questionnaire. 

4 RESULTS AND DISCUSSION 

The analysis was carried out using a statistical 
software (SPSS) and consisted essentially of ranking 
the variables based on mean values and frequency 
distributions. The objective was to test if the mean 
values of the dependent variables (assumed as 
normally distributed) differ among the categories. 
The following procedure was adopted: 
 Test the reliability and internal consistency of 

responses, Cronbach’s coefficient (α), for 
questions on a Likert scale. In this research a 
Cronbach’s α>0.6 was considered as 
acceptable, as it is an exploratory study (Hair et 
al., 2010); 

 The T-test was used to test the "indifferent" 
value of the overall means, which is the value 
in the measuring scale that represents a shift in 
the perception; 

 The Levene F homogeneity test was used to 
verify that the variances of the dependent 
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variables are similar; If the Levene F statistic 
has a significance value greater than 0.05 then 
ANOVA is performed; If the Levene F statistic 
had a significance value lower than 0.05, which 
means the variances of the dependent variables 
are not similar, then the Welch test is used, 
because is a more robust test for equality of 
means; 

 Finally, when the average values of the 
dependent variable differ between the 
categories considered, the post-hoc Tukey test 
is applied to determine which categories differ. 

4.1 Sample 

Of a total of 225 questionnaires sent, 43 
questionnaires were received (Table 1). This gives an 
overall response rate of 19.2%. This situation is 
common in surveys via email and can lead to non-
response bias (Kypri et al, 2004; Sax et al, 2003). To 
test for non-response bias, we compared the sectors 
distribution of potential respondents (those whom the 
survey was sent electronically) with the distribution 
of sectors that effectively answered the 
questionnaires. Using the χ2 test, it was determined 
that there is no statistically significant difference 
between the sectors, which might indicate a low non-
response bias. 

Out of 43 usable responses, the food industry 
accounts for 51.2% of the answers, manufacturing 
industry and automotive industry accounts for 18.6%, 
electronic sector 11.6%. In terms of employees, 28 
companies had more than 250 employees, 12 in the 
range of 51-250 and 3 companies had fewer than 50 
employees. In relation to the companies' sales volume 
in the last year, 35% of companies had a turnover 
between 50 and 250 million euros, 30% had sales of 
over 500 million euros, 21% between 250-500 
million euros, and 14% shows sales lower than 50 
million euros. The distribution of firms by the 
different sectors show that 73.9% of respondents are 
positioned as producers, 10.9% are positioned as 
retailers, and 8.7% are wholesalers. 

Table 1: Survey respondent distribution. 

Industrial 
Sector 

Potential 
Respondents 

Respondents 

Frequency % Frequency % 
Food  94 41.8 22 51.2 
Electronics 51 22.7 5 11.6 
Automotive 49 21.7 8 18.6 
Manufacturing 31 13.8 8 18.6 

Total 225 100 43 100 

4.2 General Issues 

The importance that companies give to RL 
management is revealed by 33% of the responses, that 
sees RL with the utmost importance, but for 26% of 
respondents RL is "indifferent", and only 5% of the 
companies surveyed claim to RL as "Not Important". 
With the results we can say that RL in Portugal is 
important and aligned with previously studies such as 
the study by the Aberdeen Group (2006), which stated 
that the majority of companies surveyed (60%) 
considered that effective management of RL it is 
extremely important to the overall performance. Also, 
there is no significant difference between sectors. 

RL offers many benefits (Table 2), including: 
improve logistics efficiency and reduction of logistics 
cost. With 53.5% of the replies (23 responses each 
option). The less observed benefits are "Improved 
employee productivity" with only 2.3% of 
respondents and "Increase on turnover " with 9.3% of 
the answers. These results meet expectations of the 
literature review. 

Table 2: Observed benefits. 

Benefit  
N. of 

responses 
Improve logistics efficiency 23 
Reduction of logistics costs 23 
Improve relations/satisfaction with partners 22 
Improved company image  21 
Lower costs resulting from better planning 19 
Minimising waste (eco-friendly) 16 
Improvement on asset recovery 11 
Lower costs in processing of returned products 8 
Increase of net sales 4 
Improve employee productivity 1 

The volume of returned products that are 
recovered was measured in this work (Table 3). With 
26% of companies stated that they recover more than 
50% of returned products, this reveals a growing 
trend of RL practices and awareness of entities to 
minimize the costs on raw materials. Unfortunately, 
30% of the managers could not estimate a value, this 
shows difficulties for companies to observe the value 
recovered from returned products. 

Table 3: Estimate of the value recovered. 

Value (%of the returned product)  Frequency (%) 
Not aware  30 
More than 50% 26 
Less than 5% 21 
Between 26% - 50% 14 
Between 6% - 25% 9 
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The respondents were enquired to estimate the 
costs of RL according to the volume of sales (Table 
4). Most companies (about 70%), stated costs lower 
than 2% of total sales volume. While 19% of 
respondents indicate that they have no knowledge on 
this subject and can´t estimate a value, which reveals 
a lack of visibility of total costs. However, 5% of the 
companies surveyed say that RL costs are more than 
10% of total sales volume. The values obtained in 
general support the values presented in the literature 
review. Logistica Moderna (2013) stated that 23% of 
companies in Portugal had an RL cost of less than 3% 
of the sales volume, while Greve and Davis (2012) 
reported values close to 4%. These values are aligned 
and even exceed the values of previous studies, this 
allows us to assume that companies have greater 
knowledge on this topic and have an optimized 
system that manages the reverse flow, but on the other 
hand, may show a lack of visibility by managers on 
the real cost. 

Table 4: Costs of reverse logistics. 

Costs (% sales volume) Frequency (%) 
Less than 2% 70 
Not aware  19 
More than 10% 5 
Between 2% - 5% 5 
Between 5% - 10% 2 

The vast majority of respondents already have RL 
software implemented and operational. On the 
negative side, investment in new infrastructures 
specialized in RL management and R&D on new 
techniques, companies have no plans to invest in the 
short term. 

4.3 Adoption of RL Practices 

RL encompasses all the activities in managing and 
controlling the reverse flow of products from the 
customer to the manufacturer, for product recovery or 
proper disposal. Regarding to the frequency which 
companies execute these practices, the option with 
the highest score is "Proper disposal of returned 
products" with 4.05, followed by "Training of 

employees" with 3.81 points, on other hand the least 
common practice is "Product collection" with 3.02 
points, as can be seen in Table 5. The item "Resale of 
returned products" was eliminated by the Cronbach's 
alpha (α). The results show that there is no statistical 
difference at a significance level of 5% between the 
most common practices and sectors. However, 
analyzing the table the most used practice in FI, CE 
and AI is the "Proper disposal of returned products" 
while for the Mf sector is the "Training of 
employees". These results can be explained because 
not all products can be easily recycled. At this stage, 
the products are destroyed for lack of knowledge of 
new value recovery methods and lack of training of 
employees who send the product for destruction 
without trying to recapture value from it. 

4.4 Reason to Adopt RL 

The most important reason for RL adoption perceived 
by the respondents was to "Improve customer 
satisfaction", with a score of 4.23, the second most 
important reason was to "Reduce logistics costs" with 
4 points (Table 6). The reason perceived with least 
importance to companies is the "Lifecycle of 
products" with a score of 2.86. Most of the 
implementation factors to RL differ from the score 3 
("indifferent" in a scale of importance), except 
"Reduce stocks" and "Lifecycles of Product". The 
results show no significant difference (at the 5% 
significance level) between the reasons to adopt RL 
and sectors. By observing the values obtained, is clear 
that the main reason for companies to implement RL 
operations is the need to improve customer 
satisfaction. 

4.5 Barriers to RL Adoption 

The practice of RL is not free from barriers, so 
efficient management of these barriers can result in 
successful RL systems. Table 7 presents the barriers 
to RL adoption by sector. 

The biggest barrier identified by respondents is 
the "lack of strategic planning related to reverse 
logistics" with 3.58. The option with the lowest score, 

Table 5: Adoption of reverse logistics practices by sector. 

Practices 
Type of sector (Cronbach’s α = 0.62)* 

Global 
ANOVA 

Sig. 
Welch 

Sig. FI CE AI Mf 
Proper disposal of returned products 4.00 4.00 4.38 3.88 4.05 0.815  
Training of employees 3.73 3.40 3.88 4.25 3.81 0.313  
Recapturing value from returned products 3.45 3.00 3.75 3.00 3.37 0.511  
Product collection 3.00 3.20 3.50 2.50 3.02  0.184 
* Values on a Likert scale of 5 points (1 - Never; 5 – Always). 
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with 3.02 points, is the "lack of technological 
systems" which reveals that for companies, 
technological systems are not the reason for a non-
implementation of RL. 

Most of the barriers identified differ from the 
score 3 ("indifferent" in a scale of importance), except 
“financial constraints” and “lack of technological 
systems” with significance values less than 5%, as 
can be observed by T-test. Also, the results show no 
significant difference at a significance level of 5% 
between the barriers and the sectors. Is possible to 
see, that among the sectors studied, CE ranks with a 
bigger degree of importance in the barriers "lack 
strategic planning related to reverse logistics" and 
"lack of training". FI identifies the lack of training of 
its employees as the biggest barrier. On the other 
hand, the Mf ranks budget constraints and lack of 
strategic planning as most significant barriers. As for 
AI the greatest barriers to RL is lack of training, lack 
of interest by managers and importance of reverse 
logistics in relation to other matters” 

4.6 Causes Affecting Rl Performance 

Measuring the performance of any system is essential 
to enable improvements in management processes. 
This is especially important in the management of 
RL, since it is characterized by high uncertainty in the 

quality, quantity and timing of the returned products, 
making the performance measurement a tricky task. 
The results are shown in Table 8, where we can see 
that the "uneven returned product" and "difficulty in 
predicting returns" have the higher scores with 3.88 
and 3.83 points, respectively. On the other hand the 
"marketing difficulty of products used" with 2.81, is 
identified as a reason that least affects RL. "uneven 
returned product", "difficulty in predicting returns", 
"visibility/viability of costs" and "transportation from 
many sites to one/few places" obtained a different 
score of 3 ("indifferent"), as can be observed by the 
T-test. 

The results also reveal that there is no statistically 
significant difference between the reasons and 
sectors. CE sector, ranks higher on the importance 
scale for the factor "uneven returned product", but the 
difference in scores between this sector and the 
remaining are not significant in order to extrapolate 
conclusions, but it is important to note this difference. 

5 CONCLUSION 

This research examines the perceptions of Reverse 
Logistics (RL) in Portuguese companies through a 
questionnaire-based survey. The results show that 
Portuguese companies considered implementing RL  

Table 6: Reasons to reverse logistics adoption. 

Reasons 
Type of sector (Cronbach’s α = 0.83)*

Global T-Student 
Sig.** 

ANOV
A Sig. FI CE AI Mf

Improve customer satisfaction 4.23 4.40 4.13 4.25 4.23 0.000 0.947 
Reduce logistics costs 4.14 3.80 3.75 4.00 4.00 0.000 0.727 
Legal requirements 4.14 4.40 3.75 3.25 3.93 0.000 0.250 
Recapturing value of returned products 3.73 4.00 3.50 3.88 3.74 0.000 0.803 
Increasing competitiveness 3.73 4.20 3.50 3.50 3.70 0.000 0.598 
Reduce stocks 3.32 3.60 3.25 3.38 3.35 0.058 0.962 
Lifecycles of Product 3.09 2.40 2.88 2.50 2.86 0.421 0.474 
* Values on a Likert scale of 5 points (score of 1 indicates a low importance and 5 a higher one). 
** T-Student test for overall means (test value = 3 “indifference”).

Table 7: Barriers to RL adoption by sector. 

Barrier 
Type of sector(Cronbach’s α = 0.85)* 

Global 
T-Student 
Sig.** 

ANOVA 
Sig. FI CE AI Mf 

Lack of strategic planning related to RL 3.50 3.80 3.50 3.75 3.58 0.002 0.926 
Lack of training 3.64 3.80 3.63 2.88 3.51 0.002 0.197 
Lack of interest by decision makers 3.41 3.60 3.63 3.63 3.51 0.012 0.956 
Relations with partners 3.45 3.60 3.50 3.38 3.47 0.012 0.990 
Importance of RL in relation to other issues 3.41 3.20 3.63 3.50 3.44 0.007 0.909 
Financial constraints 3.05 3.60 3.38 3.75 3.30 0.108 0.501 
Lack of technological systems 3.05 2.60 3.50 2.75 3.02 0.898 0.514 
* Values on a Likert scale of 5 points (score of 1 indicates a low importance and 5 a higher one), α=0.85 
** T-Student test for overall means (test value = 3 “Indifferent”)
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Table 8: Causes that affect the realization of reverse logistics by sector. 

Causes 
Type of sector(Cronbach’s α = 0.82)* 

Global 
T-Student 

Sig.** 
ANOVA 

Sig. FI CE AI Mf 
Uneven returned product 3.86 4.60 3.63 3.75 3.88 0.000 0.323 
Difficulty in predicting returns 4.00 4.00 3.25 3.88 3.83 0.000 0.389 
Visibility/Viability of costs 3.86 3.80 3.38 3.63 3.72 0.000 0.606 
Transportation from many places to one/few places 3.36 3.80 3.25 3.88 3.49 0.002 0.574 
Poor inventory management 3.32 3.20 3.25 3.38 3.30 0.079 0.955 
Product lifecycle issues 3.32 2.80 2.75 2.75 3.05 0.789 0.364 
Lack of clarity in relation to the disposal options 3.36 3.20 2.63 2.38 3.02 0.901 0.161 
Difficulties in marketing used products 2.82 3.40 2.38 2.88 2.81 0.263 0.416 

* Values on a Likert scale of 5 points (score of 1 indicates a low importance and 5 a higher), α=0.82 
** T-Student test for overall means (test value = 3 “Indifferent”)

 
programs in their organization as a strategic-level 
decision, as RL programs involve significant 
allocation of capital and resources. 

The findings show that organizations with higher 
volume of returned products tend to develop expertise 
in operating their RL programs, which is well aligned 
with the literature. Although, the literature indicates 
that economic, ecological and legislative are the 
drivers that initiate RL activities, in the case of the 
Portuguese companies, the adoption of RL is mainly 
perceived as associated to economic benefits . 

Interestingly, the findings indicated that 
Portuguese companies have already invested in terms 
of EDI, RL softwares, new logistic resources, etc., 
which is a good step in the right direction to adopt RL. 
These findings are aligned with the literature that 
consider the technologies for tracking and tracing of 
products essential for successful RL programs. On the 
other hand, companies do not have plans to invest in 
the short term. 

The main implications of this work are as follows: 
 Managers need to consider integration of 

collection, inspection and consolidation of used 
products with forward logistics in RL 
programs: 

 Managers should reinforce the training of their 
staff on new recovery methods in order to 
reduce the destruction of returned products 
without trying to recapture the value 
associated; 

 Enhancing customer satisfaction and reducing 
logistics costs should be considered key in 
improving the level of RL adoption;  

 The strategic planning of RL should not be 
neglected by managers; 

 Companies should support RL on extended 
information systems that allow the effective 
exchange of information between forward flow 
and reverse flow in the supply chain to ensure 
good RL management. 

For further work/research, it  is recommended to 
repeat this study, but considering a bigger sample 
size. Also, it would be useful to hold interviews with 
the entities and their partners in order to understand 
the motivation factors and the vision that each party 
provides for the implementation of RL strategies. 

The present work has some limitations, mainly the 
small sample size, which reduces the generalization 
of the findings. However, it is believed that the work 
presented expands the knowledge in the RL field by 
addressing this topic in the Portuguese context thus 
adding a relevant and empirical study to the literature.  
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Abstract: The assembly line balancing problem belongs to the class of NP-hard combinatorial optimisation problem. 
For several decades’ line balancing took attention of researchers who are trying to find the solutions for real 
world applications. Although tremendous works have been done, the gap still exists between the research and 
the real problems. This paper provides analysis of about 50 papers that used mathematical modeling in solving 
line balancing problems. Thereafter, a framework is proposed for future work. 

1 INTRODUCTION 

Assembly lines consist of a number of workstations 
that are arranged through a material handling 
equipment where tasks are assigned, and the 
workpieces are moving from one station to another 
until the final product is produced. The workstations 
are equipped with all required machines and skilled 
operators to perform specific tasks without violating 
cycle time, which represents the time between two 
consecutive units produced from the assembly line 
based on specific production plan. From the first day 
that Henry Ford introduced assembly line for a mass 
production in this company, the researchers are 
seeking for the optimal way to assign all tasks to 
workstations that is called Assembly Line Balancing 
Problem (ALBP) without violating assignment 
constraints (such as precedence constraints). (Dolgui 
& Battaı 2013). For instance, when we increase the 
balance of workload among workstations that will 
lead to increase productivity by removing bottlenecks 
and reducing idle time. Each task has a particular time 
to perform called processing time and the workstation 
time is the sum of all processing times for all assigned 
tasks. Figure (1): An illustrative example for 
assembly line balancing problem. 
Salveson made the first mathematical model 
formulation for assembly line balancing problem 
(Salveson 1955), and from this day the ALBP has 
become an attractive topic for more research.   

 

Figure 1: Assembly line balancing problem. 

 The ALBP is an NP-hard combinatorial optimisation 
problem (Gutjahr & Nemhauser 1964) and the widely 
used objective functions are to minimise the number 
of workstations with fixed cycle time (SALBP-1), 
minimise the cycle time with fixed number of 
workstations (SALBP-2) and maximize line 
efficiency (SALBP-E). The ALBP can be classified 
based on Industrial environment (Machining, 
Assembly, Disassembly). Another classification 
considers the number of product models in the line 
(Single model, Mixed model, Multi-model). The line 
layout is also a different theme of classification 
(Basic straight line, Straight lines with multiple 
workplaces, U-shaped lines, Lines with the circular 
transfer, Asymmetric lines). Last but not least the 
nature of task times (Deterministic – Stochastic) 
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(Dolgui & Battaı 2013) (Sivasankaran & 
Shahabudeen 2014a).  
In the past, the single-model lines were commonly 
used for producing large and homogeneous products, 
so it was a daunting task to provide any customized 
products. Nowadays, due to the increasing demand 
and competition for creating customised products, a 
large number of traditional lines are replaced by 
mixed-model lines to keep up with current market 
trends (Vilarinho & Simaria 2002) (Dong et al. 2014). 
On the other hand, the multi-model lines produce 
batches of different products that requires setup time 
to Initialize the machines between different batches. 
The difference between single model, mixed-model 
and multi-model are illustrated in figure (2). 

 

Figure 2: Different line configurations based on a number 
of models. 

Additionally, there are many assumptions used to 
reduce the level of complexity of the ALBP such as 
deterministic processing time, fixed cycle time, etc. 
Consequently, the challenges facing researchers is to 
reduce these assumptions as possible to simulate the 
real-life problems. The U-shaped lines have been 
introduced for the first time by the Japanese Factories 
where high experience workers were hired to increase 
variability and quality of products. However, the 
balancing for U-lines is more complicated compared 
to traditional lines. Nevertheless, it can provide many 
advantages such as; less work-in-process, less worker 
movement, increase line efficiency and increase 
flexibility in production rate. The straight line and U-
shaped line are illustrated in figure (3). 

 

Figure 3: Different line layouts. 

The ALBP has been intensively discussed in the 
literature. As a result, many recent reviews have been 
published (Boysen et al. 2007), (Battaïa & Dolgui 
2013) and (Sivasankaran & Shahabudeen 2014b). In 
this paper, we focus on analysing published articles 
that formulated mathematical models to solve 
different configurations of assembly line balancing 
problems. Furthermore, a framework with 
improvements in the model formulations is proposed 
to tackle ALBP.   
The remainder of this paper is organised as follows: 
The second section presents the classification of 
assembly line balancing problems as well as 
reviewing and analysing the articles published in each 
category. The third section is dedicated to providing 
further research areas and concludes remarks of this 
study. The last section explains the proposed 
framework. 

2 REVIEW ON MATHEMATICAL 
MODELS 

This section represents a taxonomy of the 
mathematical models used in describing a wide range 
of different assembly lines configurations: 

 

Figure 4: Assembly Lines Configurations. 
 

2.1 Single-Model and Straight Type 
Assembly Lines with Deterministic 
Processing Times 

The first formulation for SALBP by (Bowman 1960) 
used linear programming by using two different linear 
program forms. Also, Some modifications were 
introduced by (White 1961). Additionally, 
(Thangavelu & Shetty 1971) developed an improved 
0-1 integer programming version of Bowman-White 
model by simplifying certain steps in (Geoffrion 
1967) 0-1 integer programming algorithm. Moreover, 
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(Patterson & Albracht 1975) formulated an improved 
0-1 integer-programming model draws heavily on the 
work done by (Bowman 1960) taking into 
consideration to determine feasibility and reduce 
computational time by reducing the required number 
of variables. Furthermore, (Talbot & Patterson 1984) 
presented an integer programming formulation for 
defining all feasible assignments for each task to a 
workstation with upper and lower bounds. Thereafter, 
they solved it by using a modified Balas algorithm 
(Balas et al. 1965). In (Vitria 2004) the authors 
analysed different ways for modelling precedence 
and incompatibility constraints in ALBP to obtain the 
best modelling formulation and solving procedure. 
(Pastor & Ferrer 2009) used the two efficient models 
of (Vitria 2004) for both SALBP-1 and SALBP-2 
besides introducing additional constraints based on 
the upper bound of the number of workstations or the 
cycle time that belongs to the branch and bound 
technique. The research carried by (Özcan & Toklu 
2009) presented mathematical model used a goal 
programming and a fuzzy goal programming for a 
two-sided assembly line to minimise the number of 
mated workstations at first and then minimise the 
number of the workstations as a secondary goal. 
(Esmaeilbeigi et al. 2015) presented the mixed integer 
programming for maximizing the line efficiency 
(SALBP-E) as well as providing secondary objectives 
(SALPB-1, SALBP-2, minimizing smoothness 
index) for the problem. Their proposed model is 
considered as the first MILP model for getting an 
exact solution directly in SALBP-E.  

2.2 Single-Model and U-type Assembly 
Lines with Deterministic Processing 
Times 

(Miltenburg & Wijngaard 1994) proposed the first 
model for the simple U-line balancing and used a 
dynamic programming procedure for obtaining the 
optimal solution. In (Urban 1998) the authors 
formulated an integer programming model for 
optimally solving UALBP-1. (Gökçen & Aǧpak 
2006) introduced the first multi-criteria for decision-
making technique for U-shaped lines. They 
formulated a mathematical model using a goal 
programming for a UALBP based on the IP model 
proposed by (Urban 1998). Furthermore, their model 
was used by (Toklu & özcan 2008)  as a base for 
formulating the first fuzzy goal programming model 
with multi-objectives aiming at optimising the 
conflicting goals as well as helping the decision 
maker to determine goals in the fuzzy environment. 
(Kara et al. 2009) proposed binary fuzzy goal 

programming models for each of the traditional and 
U-shaped assembly lines. They extended the linear 
programming model of (Urban 1998) in developing 
their BFGP for balancing U-lines. The improved 
version of the previous model in (Urban 1998) 
addressed in the work of (Fattahi et al. 2014), They 
formulated an integer programming model for 
UALBP-1 that was able to reduce the binary variables 
to half by increasing the efficiency of LP relaxation.  

2.3 Single-Model and Straight Type 
Assembly Lines with Stochastic 
Processing Times 

The processing times in deterministic assembly line 
(AL) are assumed to take constant values. 
Nonetheless in real life, it takes values based on 
probability distribution resulting from machine 
breakdowns, the difference in skills between 
operators, complex tasks, environment, and so forth. 
(Moodie 1964) The first research work that addressed 
the stochastic nature to the ALBP. (Carraway 1989) 
proposed two dynamic programming approaches for 
minimising the number of workstations. The task 
times assumed to be independent and normally 
distributed. (Aǧpak & Gökçen 2007) formulated a 
chance-constrained 0-1 integer programming model 
for balancing stochastic traditional assembly line. 
Additionally, a goal programming has been proposed 
for increasing the reliability of the assembly line. 
(Özcan 2010)  presented the first study of two-sided 
assembly lines with variation in task time and 
formulated a chance-constrained, piecewise-linear 
and mixed integer programming for solving this 
problem. In two-sided assembly lines, the workers are 
assigned in both sides of the production line (left and 
right) and used in parallel. (Hamta et al. 2013) They 
formulated a mixed integer non-linear programming 
model. Their model considered multi-objectives to 
simultaneously minimise the cycle time, equipment 
cost and the smoothness index. Finally, they 
developed a solution method based on the 
combination of particle swarm optimisation and 
variable neighbourhood search to solve the problem 
in reasonable time. (Hazır & Dolgui 2013) proposed 
robust optimisation models for SALBP-2 considering 
uncertainty through operations time and they 
developed an exact decomposition algorithm. They 
developed two mathematical models in addition to 
decomposition based algorithm to find the optimal 
solution for large problems. (Ritt et al. 2016) did not 
consider the variability in task times rather, they 
considered it indirectly by representing the variability 
of the workforce due to absenteeism. They proposed 
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a two-stage mixed integer models to minimise the 
cycle time. Furthermore, they presented a local search 
heuristic procedure based on simulated annealing for 
solving large instances. 

2.4 Single-Model and U-type Assembly 
Lines with Stochastic Processing 
Times 

The research done by (Nakade et al. 1997) is 
considered the first work in balancing U-lines taking 
stochastic nature results from manual work into 
consideration. They proposed approximate 
formulation for the upper and lower bound of the 
expected cycle time. (Guerriero & Miltenburg 2003) 
They used dynamic programming in balancing U-
lines and the recursive algorithm for determining the 
optimal solution. (Urban & Chiang 2006) formulated 
a chance constraint programming model for U-line 
balancing problem, then they used piecewise linear, 
integer programming for solving the model optimally. 
The further investigations are to develop an efficient 
heuristic for solving large problems. (Aǧpak & 
Gökçen 2007) formulated 0-1 integer programming 
model by using a chance-constrained procedure for 
balancing stochastic traditional and U-shaped lines. 
They used the model of (Urban 1998) as the base for 
their work; also they presented two linear 
transformations (pure and approximate) to enable the 
model to solve large problems. Lastly, they 
introduced goal programming for smoothing the 
workload among workstations. Most of the researches 
done in the U-type assembly line problems focused 
on deterministic processing times comparing to the 
stochastic time.  

2.5 Multi or Mixed Model and Straight 
Type Assembly Lines with 
Deterministic Processing Times 

(Gökċen & Erel 1998) introduced a binary integer 
programming model for the Mixed-Model Assembly 
Line (MMAL). Flexibility ratio has also been 
presented that is used to compute the computational 
and storage requirements for solving the problem by 
measuring the number of possible sequences for the 
precedence diagram. (Vilarinho & Simaria 2002) 
developed a mathematical model for balancing 
mixed-model assembly lines that gives the decision 
maker the ability to define the limit number of parallel 
workstations and zoning constraints. (Simaria & 
Vilarinho 2009) formulated a mathematical model for 
balancing two-sided mixed-model assembly lines. 
Moreover, they proposed an ant colony optimisation 

algorithm for optimally solving the model. (Fattahi & 
Salehi 2009)  developed a mixed-integer linear 
programming model to minimise the total utility and 
idle costs. They tried to solve the problem using 
branch and bound method, but it was very time-
consuming so, they used simulated annealing to 
resolve this issue. (Mosadegh et al. 2012) formulated 
a mixed-integer linear programming model to provide 
the exact solution of both balancing and sequencing 
problems simultaneously for mixed model assembly 
lines. For solving the problem, they developed a 
simulated annealing algorithm as well as Taguchi 
method for calibrating the algorithm parameters. 
(Kucukkoc & Zhang 2014) proposed a mixed integer 
programming model to investigate both sequencing 
and balancing problems simultaneously in mixed 
model parallel two-sided assembly lines. The 
objectives of their model were to minimise the 
number of workstations, reduce the length of 
production lines and maximise workload smoothness. 
Furthermore, they presented an agent based ant 
colony optimisation algorithm for solving the 
problem. (Zhao et al. 2016) formulated a 
mathematical model for MMAL focused on the effect 
of mental workload and the complexity of the 
operations on balancing the line. They concluded that, 
the mental workload considered as an essential rule 
when minimising cycle time also, the mental 
workload was influenced by the level of experience 
of the operator. 

2.6 Multi or Mixed Model and U-type 
Assembly Lines with Deterministic 
Processing Times 

(Sparling & Miltenburg 1998) are considered the 
pioneers in studying MMUL. They presented a model 
for U-line balancing problem for assigning a set of 
tasks in a minimum number of workstations. 
Furthermore, they presented an approximation 
algorithm to solve large size problems. (Miltenburg 
2002) formulated a mixed, zero-one integer, non-
linear programming model then used a genetic 
algorithm for searching for a good solution in a 
reasonable computational time. (Kara 2008) 
formulated a non-linear mathematical model to solve 
balancing and sequencing problem simultaneously 
for MMUL. The objective of their model was to 
minimise deviation of workloads among 
workstations. Due to the complexity so, they 
proposed simulated annealing algorithm to solve 
large-scale problems.  (Kara & Tekin 2009) proposed 
a mixed integer linear programming model for 
optimally balancing mixed-model U-lines. The goal 
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of their model was to minimise the number of 
workstations for a given cycle time. (Kazemi et al. 
2011) introduced an integer linear programming 
model. The objective of their presented model was to 
minimise the number of stations. Furthermore, they 
developed a two-stage genetic algorithm approach for 
the large-scale problem. (Rabbani et al. 2012) 
formulated a multi-objective mixed integer linear 
programming model for two-sided Als. Finally, they 
introduced a heuristic based on the genetic algorithm 
for solving this problem. (Rabbani et al. 2016) 
formulated a mixed-integer linear programming 
model for robotic mixed-model assembly lines. The 
model aimed to minimise the cycle time, robot 
purchasing and setup costs. 

2.7 Multi or Mixed Model and Straight 
Type Assembly Lines with 
Stochastic Processing Times 

(Paternina-Arboleda & Montoya-Torres 2006) 
proposed a mathematical model for balancing and 
sequencing MMAL. The model included multi-
objective function aimed to minimise the number of 
workstations, increase throughput and find the 
appropriate sequence of models to remove 
bottlenecks through an assembly line. (Al-e-hashem 
2009) formulated a mixed integer robust optimization 
model to minimize the total costs that include the cost 
of workstations and duplicated tasks. 

2.8 Multi or Mixed Model and U-type 
Assembly Lines with Stochastic 
Processing Times 

(Agrawal & Tiwari 2008) proposed a model for 
balancing and sequencing mixed-model U-
disassembly lines where the processing times are 
different depending on the structure of the products 
and the human factor. The objective function was to 
minimise the variation of workload and maximise the 
line efficiency. They solved this problem by using 
collaborative Ant Colony Optimization, and they 
tested the results on benchmarks using a design of 
experiment and analysis of variance to determine 
which factor is significant in the objective. (Dong et 
al. 2014) formulated a 0-1 stochastic programming 
model to solve balancing and sequencing problem 
simultaneously for MMUL with independently and 
normally distributed task times. They proposed a 
simulated annealing algorithm to resolve the issue 
into both situations (Deterministic and stochastic).  

3 DISCUSSIONS AND FUTURE 
RESEARCH  

Although researchers have contributed in various 
configurations and application of assembly line 
balancing, the gap still exists between research and 
real life problems.  To the best of our knowledge, only 
two papers have been published using a mathematical 
model in each branch of MMAL with stochastic 
processing times, so the further research may be 
carried out in developing multi-objective 
mathematical models including more constraints such 
as zoning and distance constraints. It is clear that the 
majority of authors neglected the use of statistical 
methods in comparing the results to clarify the 
significant improvement between their proposed 
methods and previous research in the literature. Also, 
statistical studies are useful in determining the effect 
of each variable on the objective function and 
calibrating algorithm parameters. It is clear that more 
studies are applied in SLs comparing to U-lines. 
Thus, further work can be done in a different 
configuration of U-lines such as two-sided, multi 
lines, disassembly and rebalancing U-lines.  Most of 
the articles neglect the human factors (skills, 
experience, learning effect) and working environment 
that directly affects the operator’s performance and 
productivity. Consequently, it is very crucial to 
enhance existing mathematical models to consider 
these aspects in further work. Further work may be 
directed to consider other objective functions such as 
maximise the line efficiency, minimising smoothness 
index and minimise total costs (equipment-
duplication-setup). Enhance current meta-heuristics 
such as simulated annealing algorithm, genetic 
algorithm, practical swarm optimisation, etc. That 
will help in solving large instances of ALBP in less 
computational time and provide better results 
especially in the case of mixed-models. In MMAL it 
is important to handle both ALB and ALS problems 
jointly. Formulate a mathematical model for multi-
optimization problems such as the incorporation of 
line design and balancing problems. 

4 THE PROPOSED SOLUTION 
FRAMEWORK 

The objective of the ALBP-2 is to minimise the cycle 
time as a result of minimising the workload of the 
bottleneck workstation. Nevertheless, it is also 
important to consider the second heavily loaded 
workstation, the third one and so on, to improve the 
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reliability and the quality of the balance through the 
line. The proposed solution approach is to modify the 
model formulated by (Kucukkoc et al. 2015) to 
include the objective of increasing balance between 
and within workstations to ensure that all 
workstations through the line have an equal amount 
of work also all the workers within the workstations 
have the same workload. Moreover, the zoning 
constraints will be added to the model to increase the 
ability to solve real-life problems with fewer 
assumptions as possible. The proposed mathematical 
model will be coded using LINGO optimisation 
modelling software to solve small-sized problems. 
The solution from the solver will be utilised as an 
input to a DES model to test the robustness of 
solutions when introducing the real-world variability 
such as stochastic times, breakdowns, etc. Then a 
comparison will be made between the initial solution 
and the proposed solution from the model using the 
performance indicators of the simulation. Finally, 
statistical analysis will be implemented to evaluate 
the significant improvement in the assembly line. 

5 CONCLUSIONS 

The research on ALBP is crucial because it affects the 
productivity and the competitiveness of the company. 
This paper surveyed studies of ALBP within the area 
of mathematical modeling that were published in the 
eight branches of ALBP. The goal of this analysis was 
to discover the research gaps in line balancing 
problems. Furthermore, a proposed framework is 
introduced to enhance the solution of the MMAL by 
modifying the objective function and adding more 
constraints that represent realistic world problems. 
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Abstract: This paper describes an application of the Stackerlberg game model for the food supply chain. Specifically,
the focus of this work is on the pork industry and considers a production game. Such game includes two
players, manufacturer and wholesaler, who both aim to maximize profit. The role of leader is played by the
manufacturer, and follower by the wholesaler. Decisions involved in the game are the level of production,
quantity to be sold by the leader, and level of purchased products by the follower at each time period. This
paper presents a case study, and results show that coordination between these players is seen in cost savings
and improved service level.

1 INTRODUCTION

In developing countries, food demand continues
growing, given rising incomes and population growth.
In the context of countries with a strong and continu-
ous economic development, it is forecasted that pro-
tein consumption will rise, along with meat consump-
tion, resulting in an active industry. Meat production
will increase by 17% in developing countries and 2%
in developed countries from 2014 to 2024. Pork is
the most produced and consumed red meat worldwide
(FAO, 2016). In this context, several complex prob-
lems are faced by chain managers, who need to in-
tegrate stakeholder operations in order to coordinate
product flow along the chain. One of the most chal-
lenging problems is related to planning and schedul-
ing of operations for processing the carcasses (body
of the animal gutted and bloodless) into pork and by-
products, later to be sold to wholesalers to satisfy re-
quired demand. In this framework, the coordination
and integration between two agents is critical to im-
prove efficiency and increase supply chain productiv-
ity.

Operations Research (OR) is one of the most im-
portant disciplines that deal with advanced analytical
methods for decision making. OR is applied to a wide
range of problems arising in different areas, and their

fields of application involve the operations manage-
ment of the agriculture and food industry. There are
several works related to these topics, see (Ahumada
and Villalobos, 2009) for a review of agricultural sup-
ply chains; see (Bjørndal et al., 2012) for a review of
operations research applications in agriculture, fish-
eries, forestry and mining; see (Higgins et al., 2010)
for an application of agricultural value chains using
network analysis, agent-based modeling and dynam-
ical systems modeling; (Plà et al., 2014), draw out
insights for new opportunities regarding OR for the
agricultural industry. Specifically, (Rodríguez et al.,
2014) presents a key description of opportunities fo-
cused on the pork supply chain.

Furthermore, game theory has been deeply used
to analyze the interactions between different agents
in the supply chain (Hennet and Arda, 2008). Game
theory is a suitable tool to support decision making
where there is more than one participant (or player)
(Marulanda and Delgado, 2012). The Stackeberg
model was originally introduced in the context of
static competition games in 1934 by the economist
H. von Stackelberg (Von Stackelberg, 1952), with an
important impact on economic sciences. Such a prob-
lem can be also seen as a bilevel optimization problem
(Dempe, 2002). In this model, the leader announces
his strategy first. Next, the follower observes the
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leader’s actions and reacts to them, so as to maximize
profits. Interactions within the food supply chain are
captured through a game between a leader and a fol-
lower. In this model, here the leader presents advan-
tage, and consequently is who decides first about his
operational decisions: location, technology, amount
to processing, raw materials, and prices (Yue and You,
2014).

In many decision making processes there is a hi-
erarchical structure among agents and decisions are
taken at different levels of the hierarchy. Interactions
among participants in the supply chain are captured
through a game between a leader with a follower who
follows the structure of a Stackelberg game. When
we see this model as a two level decision problem,
it is called bilevel optimization program. In this
case, we have a leader (associated with the top level)
and a follower (associated with the lower level). If
both the leader’s and follower’s constraints are linear,
it is a bilevel linear programming problem (BLPP)
(Migdalas et al., 2013). Here, decisions of a player
on one level can affect decision-making behavior on
other levels, even though the leader does not com-
pletely control the actions of the followers.

A vast majority of research on bilevel program-
ming has centered on the linear version of this prob-
lem, alternatively known as the linear Stackelberg
game. The BLPP can be written as follows (Bard,
2013):

For x∈ X ⊂ Rn, y∈Y ⊂ Rm, F : X × Y → R1, and
f : X × Y → R1.

min
x∈X

F(x,y) = c1x +d1y (1)

s.t A1x +B1y 5 b1 (2)

min
y∈Y

f(x,y) = c2x +d2y (3)

s.t A2x +B2y 5 b2 (4)

where c1,c2 ∈ Rn, d1,d2 ∈ Rm, b1 ∈ Rp, b2 ∈ Rq,
A1 ∈ Rp×n, B1 ∈ Rp×m, A2 ∈ Rq×n, B2 ∈ Rq×m. Sets
X and Y place additional constraints on the variables,
such as upper and lower bounds. In this model, once
the Ieader selects an x, the first term in the follower’s
objective function becomes a constant; and the same
is valid for the follower’s constraints.

Bard (2013) also presents a necessary condition
that (x*,y*) solves the linear BLPP (1)-(4) if there ex-
ist (row) vectors u* and v* such that (x*,y*,u*,v*)
solves:

minc1x +d1y (5)

s.t A1x +B1y 5 b1 (6)

uB2− v =−d2 (7)

u(b2−A2x −B2)+ vy = 0 (8)

A2x +B2y 5 b2 (9)

x = 0, y = 0, u = 0, v = 0 (10)

Thus, a new nonlinear constraint (8) is generated,
to represent the optimization model for the follower.
However, this formulation has played a key role in
the development of algorithms. One advantage that
it offers is that it allows for a more robust model to
be solved without introducing any new computational
difficulties. There are several algorithms proposed
for solving the linear BLPP since the field caught the
attention of researchers in the mid-1970s. Many of
these are of academic interest only because they are
either impractical to implement or grossly inefficient.
The most popular method for solving the linear BLPP
is known as the "Kuhn-Tucker" approach and concen-
trates on (5)-(10). The fundamental idea is to use a
branch and bound strategy to deal with the comple-
mentary constraint (8). Omitting or relaxing this con-
straint leaves a standard linear program which is easy
to solve. Various methods proposed employ different
techniques for assuring that the complementary con-
straint is ultimately satisfied (Bard, 2013). (Fortuny-
Amat and McCarl, 1981), proposed a reformulation
of the non-linear constraints; and (Bard and Moore,
1990) developed an algorithm that ensured global op-
timum with high efficiency.

In what follows, we propose a Stackelberg game
between two food supply chain players involved in
processing and selling activities. This is carried out
assuming that there is a leader-follower relationship
among the players. The primary challenge in this
model is to support in the coordination and integra-
tion of activities and information among two supply
chain agents. In Section 2, we detail the proposed
Stackelberg game and model to solve this problem.
After this, Section 3 presents a case study and pro-
vides the obtained results. Finally, in Section 4 main
conclusions and future research are presented.

2 MATERIALS AND METHODS

To have a good relationship between agents, coor-
dinate activities and share information , the chain
should be aligned, improving efficiency and produc-
tivity. This section presents a detailed description
of the Stackelberg game between two supply chain
agents under the leader and follower scheme; and an
optimization problem that models the interaction be-
tween the players.
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2.1 Games Description

In the meat supply chain, a manufacturer is in charge
of processing the raw material, from carcasses to meat
products. This player decides based on demand and
the yielding rate of each cutting pattern, the level of
production and inventory for each product, and hence
the number of carcasses required. The processing
plant aims to maximize profits through the sale of
meat products; and the wholesaler is in charge of dis-
tribution and marketing of the products. Meat prod-
ucts are purchased from the manufacturer, and then
sold to end customers, with the aim of maximizing
level of service.

Interactions between both players in the supply
chain are captured through a game with a leader and
a follower who follows the structure of Stackelberg
game. The problem arises when the optimal quan-
tity produced and sold by the manufacturer is not
enough to supply the needs of wholesaler. Thus, the
wholesaler imposes a penalty cost on the manufac-
turer for the unsatisfied demand. This penalty cost
can be reduced through coordination and integration
of activities, and information exchange between the
two supply chain agents. By sharing information
about consumer preferences and demand, the manu-
facturer avoids expired products and cooperates with
the wholesaler to maximize their level of service, im-
proving performance of the whole supply chain.

The proposed game considers the manufacturer as
the leader and the wholesaler as the follower. Given
the characteristics of this Stackelberg game, static and
not cooperative, this problem can be modeled by a
bilevel linear programming problem.

2.2 Bilevel Linear Programming Model

This model supports and assists in the coordination
and integration of two food supply chain agents, un-
der the leader and follower structure given by the
Stackelberg game. The main assumptions and consid-
erations for the formulation of this bilevel program-
ming model are based on(Albornoz et al., 2015).

Sets, indexes and variables used in the model are
described below:

Sets and Indexes:

T : Number of periods of the planning
horizon.

J : Number of cutting patterns.
k ∈ K : Set of sections per carcass.
j ∈ Jk : Set of cutting patterns per section k.

r ∈ R : Set to represent the different types
of carcasses.

i ∈ P : Set of Products.

Parameters:

H : Carcasses available to process
during the whole planning horizon.

αr : Proportion of carcasses of type r .
ψi jr : Yield of product i using cutting

pattern j on carcasses of type r .
pi : Selling price per product i .
c j : Operational cost of pattern j .
ce

j : Operational cost of pattern j
in overtime.

h : Holding cost of product per period
for the leader.

fi : Cost for unsatisfied-demand of
product i for the leader.

W : Warehouse capacity (in kg.)
for the leader.

t j : Operation time for cutting pattern j.
Tw : Available hours in regular time.
T e

w : Available hours in overtime.
δ : Auxiliary parameter for better

control the available carcasses .
P : Purchase cost of carcasses.
dit : Demand of product i at each period t.
G : Warehouse capacity (in kg.)

for the follower.

Decision Variables:

vit : Quantity of product i to be sold in t.
xit : Total quantity of product i to have

in period t.
si : Total quantity of excess product i at the

end of planning horizon.
Ht : Number of carcasses to be processed

at each period t.
z jt : Number of times to perform the

cutting pattern j in period t in normal
work hours.

ze
jt : Number of times to perform the

cutting pattern j in period t, in
overtime.

Iit : Quantity of product i to hold for the
leader in t.

uit : Unsatisfied-demand of product i in t.
Ir
it : Quantity of product i to hold for the

follower in t.

max ∑
i∈P

T

∑
t=1

pivit −
T

∑
t=1

PHt −
T

∑
t=1

∑
j∈J

∑
r∈R

(c jz jrt + ce
jz

e
jrt)
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−∑
i∈P

T

∑
t=1

hIit −∑
i∈P

T

∑
t=1

fiuit (11)

s.t

αrHt − ∑
j∈Jk

(z jrt + ze
jrt) = 0 ; t ∈ T,k ∈ K,r ∈ R (12)

xit −∑
r∈R

∑
j∈Jk

ψi jr(z jrt + ze
jrt) = 0 ; i ∈ P, t ∈ T,k ∈ K

(13)
∑
r∈R

∑
j∈Jk

t jz jrt ≤ Tw ; t ∈ T (14)

∑
r∈R

∑
j∈Jk

t jze
jrt ≤ T e

w ; t ∈ T (15)

vit − xit − Iit + Ii,t+1 = 0 ; i ∈ P, t = 1, ...,T −1 (16)

viT − xiT + si− IiT = 0 ; i ∈ P (17)
T

∑
t=1

Ht ≤ H (18)

−
T

∑
t=1

Ht ≤−δH (19)

∑
i∈P

Iit ≤W ; t ∈ T (20)

vit ≥ 0 , xit ≥ 0 , si ≥ 0 , Iit ≥ 0 , Ht integer,

z jrt integer , ze
jrt integer (21)

min ∑
i∈P

T

∑
t=1

uit (22)

s.t

vit +uit + Ir
it− Ir

i,t+1 = dit ; i ∈ P, t = 1, ...,T −1 (23)

viT +uiT + Ir
iT = diT ; i ∈ P (24)

∑
i∈P

Ir
it ≤ G ; t ∈ T (25)

Ir
i,T = 0 ; i ∈ P (26)

uit ≥ 0 ; Ir
it ≥ 0 (27)

Where vit , si, Ht , z jrt , ze
jrt , Iit are decision variables

of the leader and uit , Ir
it are decision variables of the

follower. The manufacturer’s objective (16) is to max-
imize profits. Profits are understood as the difference
between total revenues from selling the products and
the following costs: inventory, production, purchases
of carcasses and unsatisfied-demand penalties. Con-
versely, the follower (22) is simply trying to maxi-
mize his service level.

A feasible solution of the model satisfies a differ-
ent set of leader’s constraints. Constraint (12) ensures
a balance between cutting patterns and the number of

carcasses to be processed at each time period. Equal-
ity is forced because it is not possible to leave unpro-
cessed raw material. Constraint (13) calculates the to-
tal kilograms of each product retrieved by all the cut-
ting patterns applied at each time period. Constraint
(14) ensures that the labor time does not exceed the vi-
able working hours of regular time. Constraints (15)
ensure that the labor time does not exceed the viable
working hours during overtime. Constraints (16) and
(17) determine the quantity of product to be processed
and held considering the excess product. This is the
amount that the manufacturer sells when the whole-
saler does not purchase all products at the end of the
planning horizon (without revenues because it is a
sunk cost). Constraints (18) and (19) impose a lower
and upper limit according to the animal availability
from suppliers and a given percentage δ to allow an
extra flexibility in the total number of carcasses to be
processed. Constraint (20) ensures that the holding
capacity for products is never exceeded. Constraint
(21) defines the domain of decision variables.

On the other hand, the set of follower’s constraints
are the following. Constraints (23) and (24) ensure
that the requested level of each product is addressed,
allowing the existence of unsatisfied-demand if the
manufacturer does not provide enough products to
satisfy the demand. Constraint (25) ensures that the
capacity for holding products is never exceeded. Con-
straint (26) satisfies the condition to not holding prod-
ucts at the end of the planning horizon. Constraint
(27) defines the domain of decision variables.

In this paper, we solve a linear relaxation of model
(11)-(27) using the equivalent reformulation describes
in (5)-(10), obtaining a nonlinear optimization prob-
lem. To solve this last model, (Fortuny-Amat and Mc-
Carl, 1981) propose an equivalent mixed-integer lin-
ear program. This formulation adds (IT +T + I) bi-
nary variables and 2(IT +T + I) new constraints that
replace nonlinear constraints of type (8). The result-
ing model can be solved using a mixed-integer solver
only for small size instances. To solve medium and
larger instances can be solved by the algorithm pro-
posed by (Bard and Moore, 1990) .

3 RESULTS

In this section, a case study is presented to illustrate
the suitability and advantages of the proposed bilevel
optimization model. Basic parameters (such as prices,
costs and warehouse capacities) were created using
market information gathered from different pork pro-
ducers. Different countries use different cutting pat-
terns for producing meat products according to their
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history and gastronomic culture. The case study con-
siders cutting patterns used by a Mexican pork firm
that must plan its production over a time horizon.
First, pork carcasses were split up into 5 sections, and
for each section a set of cutting patterns was assigned.
In total, the company operates with 17 cutting pat-
terns, and manages 40 pork products.

The case study represents a batch of fattened pigs
arriving every day to the manufacturer to be slaugh-
tered and later processed as carcasses. It is assumed
the available amount of carcasses during the whole
horizon is fixed and known. The total amount of car-
casses available over a time horizon was set at 5000.
The yield matrix for a carcass per product, section and
cutting pattern was obtained from production lines
(in kg). Considering the large amount of products,
we selected 15 products with the highest prices, rep-
resenting 67% of total demand. Labour capacity is
considered as 8 hours per day in normal time, and 3
hours per day of overtime. To perform each cutting
pattern, a specific amount of labour time is required.
The solved instance considered 10 planning periods.
In addition, the shelf life was 10 days, not enough to
overcome during the planning horizon.

Results in a bilevel linear programming model,
for which reformulations are presented, becomes a
mixed-integer linear problem with 700 and 300 deci-
sion variables for the leader and follower, 2825 con-
straints and 475 dual variables. The first instance rep-
resents the coordination and integration of the two
supply chain agents. Moreover, it is also assumed
that demand is given, and the available amount of car-
casses is fixed and known. Table 1 summarizes the
achieved results:

Table 1: Results.

Profit [US$] 3.557.190
Service level 73,7%

Unsatisfied demand [u] 44.522
Carcasses acquired [u] 4.424
Carcasses acquired rate 88%

Excess Product [u] 38.523

Results from the case study showed a net profit
of $3.557.190 dollars for the leader a service level
of 73,7% for the follower. Under this solution 88%
of whole carcasses available in the planning horizon
(4.424 carcasses) were used. This demonstrated that
the demand was not completely satisfied. It also notes
that the manufacturer did not reach its maximum ca-
pacity, and the occupancy rate carcasses during the
planning horizon was less than 100%, meaning that
there was still raw material to be processed.. Table 2
shows the acquisition of carcasses during the planning

horizon (10 days):

Table 2: Value of H in each period of time.

Horizon Ht
1 550
2 516
3 548
4 415
5 555
6 447
7 427
8 506
9 336

10 124

The quantity of carcasses acquired at each period
did not show major changes during the planning hori-
zon, except for the last day where the carcasses ac-
quired were to process and sell just for that period,
without holding products. The amount of unsatis-
fied demand had a total of 44.522 products during the
planning horizon, and the excess product at the end of
the planning horizon is 38.523. The following table
shows the detail for each of the products.

Table 3: Unsatisfied demand and excess products.

i Unsatisfied demand [u] Excess products [u]
1 0 0
2 0 0
3 0 4.672
4 4.321 0
5 0 0
6 24.105 1.226
7 6.910 0
8 5.012 0
9 1.297 0
10 0 23.946
11 436 0
12 0 728
13 0 0
14 0 7.950
15 2.380 0

The pattern cuts used resulted in different prod-
ucts. Products in inventory at the end of the planning
horizon are excess products, and the manufacturer
sells them without revenues because it’s a salvage
value. This implies that the leader produces to achieve
a high follower service level as long as revenues are
higher than the production cost of each of product.
When the cost exceeds income from sales, the leader
will prefer not to produce, and pay a penalty. In this
game, the agents related to two levels of the supply
chain, and it was observed that decisions have an in-
terdependent relationship. The amount of unsatisfied
demand selected by the wholesaler has an effect on

A Stackelberg Game Model between Manufacturer and Wholesaler in a Food Supply Chain

413



the profit function of the leader Deciding how much
to produce has an effect on the quantity of unsatisfied
demand by the follower.

In order to see the advantages of the bilevel pro-
gramming model, these results are compared with the
decision making of the leader in Table 4.

Table 4: Comparison of two models.

Models Bilevel Leader
Profit [US$] 3.557.190 1.805.780
Service level 73,7% 72,5%

Carcasses acquisition rate 88% 86%
Excess Product [u] 38.523 38.886

A new instance arises when the leader and fol-
lower are not coordinated nor integrated. In this case,
the leader’s model optimizes his operations according
to (11) - (21), adding the demand requirement from
the wholesaler. Table 4 shows that the leader does
not use whole carcasses available. In addition, ser-
vice level is 72,5% and the production capacity of
the plant are not at the maximum. Comparing both
models, when the two players are coordinating and
integrating information and activities, the profits and
service level increases. The carcasses acquisition rate
rises because the leader is producing more products
so that the unsatisfied demand decreases. In relation
to excess product; in the bilevel programming model,
the amount at the end of the planning horizon is less
than the final quantity in the one-level decision model.

In this case, we show the importance of coordi-
nating and integrating different agents in the supply
chain. The leader maximizes profits, and even if the
demand is given, profits and service level are lower
than when leader and follower are coordinated and in-
tegrated. The difference lies mainly in inventory cost;
when two players work together, products are held in
two warehouses. In this way, costs are shared, unlike
when the leader works alone. Coordination and inte-
gration is not only for better profits, but also increases
service level and productivity.

All instances described in the computational re-
sults were implemented and solved using CPLEX
12.6.2.0 as a solver in a Macbook Pro Retine Display,
i5-5257U Broadwell and 8Gb RAM with the software
optimization package IBM ILOG CPLEX.

4 CONCLUSIONS

This work presents a novel Stackelberg production
game between two players in the Pork Industry. The
players are manufacturer and wholesaler, representing
leader and follower, respectively. This game a coor-

dinates and integrate this link of the supply chain. To
represent the game, we propose a linear bilevel pro-
graming model, where the leader maximizes profits,
and the follower maximizes their service level.

Our model was applied to a case study in the pork
industry, concluding that coordinating and integrat-
ing both players in the supply chain is a better strat-
egy than previously proposed solutions. In effect, this
coordination obtains higher profits and better service
level. Furthermore, the reformulations used to solve
this bilevel model are useful in this context. They
ensure global optimum with computational time re-
quired to solve the mixed linear programming prob-
lem instances less than 1 minute, proving to be effi-
cient for dimensions resolved in this work.

Game theory in supply chain management proves
to be a powerful method that allows modeling games
between different players within the food industry.
Future research in this area focus on resolution tech-
niques from a bilevel linear mixed-integer program-
ming model as well as the development of a three-
level model: supplier, producer and distributor.
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Abstract: The Workforce Scheduling and Routing Problem (WSRP) is a combinatorial optimisation problem that in-
volves scheduling and routing of workforce. Tackling this type of problem often requires handling a consider-
able number of requirements, including customers and workers preferences while minimising both operational
costs and travelling distance. This study seeks to determine effective combinations of genetic operators com-
bined with heuristics that help to find good solutions for this constrained combinatorial optimisation problem.
In particular, it aims to identify the best set of operators that help to maximise customers and workers pref-
erences satisfaction. This paper advances the understanding of how to effectively employ different operators
within two variants of genetic algorithms to tackle WSRPs. To tackle infeasibility, an initialisation heuristic
is used to generate a conflict-free initial plan and a repair heuristic is used to ensure the satisfaction of con-
straints. Experiments are conducted using three sets of real-world Home Health Care (HHC) planning problem
instances.

1 INTRODUCTION

The workforce scheduling and routing problem
(WSRP) involves scheduling and routing of work-
force to visit customers at different locations in order
to complete a set of tasks or activities. The problem
arises in real-world scenarios, such as home health
care, security guard routing and rostering, mainte-
nance personnel scheduling among other worker al-
location problems (Castillo-Salazar et al., 2016).

The WRSP is a combination of two combinato-
rial optimisation problems, personnel scheduling and
routing, which are known to be NP-hard problems
(Lenstra and Kan, 1981). The scheduling aspect al-
locates workforce to customers in order to fulfil work
demands as well as satisfying their preferences. The
routing aspect requires generating routes for workers
to visit customers across various locations and within
given time windows. Researchers have reported that
real-world instances of the WSRP are large and diffi-
cult to solve (Mısır et al., 2015; Castillo-Salazar et al.,
2016). Hence, there is a need to develop efficient al-
gorithms to solve this type of problem.

Preliminary work evaluated a set of genetic oper-
ators within a steady-state genetic algorithm applied
to a few instances of a real-world home health care

(HHC) problem (Algethami and Landa-Silva, 2015).
That work produced evidence that some operators ob-
tain better results than others when used within the
steady-state genetic algorithm for WSRP scenarios.
The present paper conducts a more comprehensive
study in order to achieve a deeper understanding of
the behaviour and performance of the various genetic
operators when applied to the WSRP.

The aim in this paper is to identify the best combi-
nation of genetic operators for each WSRP instance,
in order to maximise the satisfaction of customers and
workers preference constraints. Twelve genetic oper-
ators are considered in different combinations. The
two genetic algorithms (GA) applied in this study are
a steady state GA and a generational GA.

2 RELATED WORK

The routing component of the WSRP is related to
variants of the classical vehicle routing problem
(VRP) and in particular to the vehicle routing problem
with time windows (VRPTW) (Toth and Vigo, 2014).
Many GA applications have been used to tackle VRP
including hybrid approaches incorporating heuristic
methods and problem-specific operators to avoid pre-
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mature convergence of the GA (Prins, 2004; Chang
and Chen, 2007). In addition, the study by (Prins,
2004) suggested the best genetic components for an
efficient GA to tackle VRP problems. According to
that study, order crossover (OX) is the most suitable
operator for VRP-like problems.

Genetic algorithms (GAs) have been effective in
providing good solutions relatively quickly, partic-
ularly when addressing real-world scheduling prob-
lems (Kotecha et al., 2004; Aickelin and Dowsland,
2004). It has been argued that this success is a result
of the GA’s capability to solve different segments of a
problem simultaneously (Rothlauf, 2003).

A number of studies have applied GAs to real-
world problems where scheduling and routing are
combined. Examples include (Cowling et al., 2006;
Mutingi and Mbohwa, 2014). In those works, the fo-
cus has been on algorithm design in order to obtain
good solutions. However, well-known operators and
repair heuristics were used to deal with infeasibility
issues. Far too little attention has been given to in-
troducing new genetic operators to reduce the overall
cost. To date, the impact of selecting compatible op-
erators for tackling WSRP instances has not yet been
investigated.

The focus of this paper is not to produce the
most competitive genetic algorithm, but to advance
the understanding of how different combinations of
genetic operators perform when tackling preference
constraints in instances of the WSRP. The problem
instances used in this study were also tackled in
(Laesanklang and Landa-Silva, 2016; Pinheiro et al.,
2016). This work seeks to identify effective combina-
tions of genetic operators for tackling preference con-
straints in WSRP instances to then inform the design
of competitive GAs to tackle this difficult problem.

3 PROBLEM DESCRIPTION

A WSRP solution is a daily plan of visits, i.e. a set
of workers W = {w1,w2, . . . ,w|W |} assigned to per-
form a set of tasks T = {t1, t2, . . . , t|T |} for customers
at different locations. The assignment of a worker to
travel to a customer location in order to perform a
task is called a visit. Thus, xw

i, j is a binary decision
variable that indicates if a path connects two nodes
(visit i and visit j) or not. The assignment xw

i, j = 1
means that worker w travels from visit i to visit j,
thus w makes both visits. For visit j, if xw

i, j = 1 then
y j ≤ r j−1 where r j is the number of workers required
for visit j and y j is an integer decision variable indi-
cating the number of unsatisfied assignments, hence
∑w∈W ∑i∈T ∑ j∈T xw

i, j + y j = r j.

This paper tackles a home health care (HHC) plan-
ning problem, in which workers are nurses, doctors,
health carers, etc., and customers are patients receiv-
ing health care at their home. Several features have
been identified as important in solutions to HHC sce-
narios, such as distance travelled and customers’ and
workers’ requirements and preferences (Mankowska
et al., 2014). A good quality plan for an HHC plan-
ning problem should have a low operational cost as
well as assigning workforce. Thus, a solution requires
all tasks to be assigned while satisfying some require-
ments. That is, assigning tasks according to workers’
skills and avoiding time conflicts in respect to work-
ers’ time and area availability. A time conflict oc-
curs when a worker is assigned to visits overlapping in
time. Additional preferences include workers prefer-
ring to work in certain geographical areas, customers
requiring workers with special skills or preferring cer-
tain workers to perform a task.

Table 1 lists WSRP objectives and constraints
considered here. See (Laesanklang and Landa-Silva,
2016) for details of the MIP model of this WSRP.
Note that in (Laesanklang and Landa-Silva, 2016),
unassigned visits constraint is considered as a soft
constraint. However, here this is a hard constraint,
hence all visits must be assigned. Additionally, in this
paper, time-conflict constraint is introduced, while
the study by (Laesanklang and Landa-Silva, 2016)
avoided conflicts. The decomposition method divided
a problem into sub-problems, then available workers
were updated so that no conflicting assignments ex-
ists.

A solution S is a set of assignments to workers in
order to make visits. The objective function includes
the operational cost and the penalty cost. The oper-
ational cost is the accumulated cost di, j + pw

j , where
di, j is the distance travelled between visit i to visit j
and pw

j is the cost of assigning worker w to visit j, i.e.
wages plus journey costs for all workers, as calculated
by the service provider in our HHC scenarios.

The penalty cost is the accumulated penalty for
the violations on constraints. An assignment can be
written as a tuple xw

i, j,y j,aw
j ,ψ

w
j ,θ

w
j ,τ

w
j . Where, aw

j is
the arrival time of a worker w to the location of a visit
j. The assignment is also composed of binary deci-
sion variables indicating an assignment of worker w to
visit j with violations on area availability (ψw

j ), time
availability (θw

j ) and conflicting assignments (τw
j ).

The non-satisfaction of preferences is also in-
cluded in the penalty cost. There are three types
of preferences including preferred worker-customer
pairing, worker’s preferred region and customer’s pre-
ferred skills. There is a degree of satisfaction for these
preferences when assigning a worker w to a task j and
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Table 1: Objectives and constraints in the WSRP.

Objectives Hard constraints Soft constraints

Minimise the operational cost Assign all visits Respect workers area availability
Minimise the penalty cost Respect visit time (No time-conflicts) Respect workers time availability

Respect max working time per week Assign preferred workers to visits
Respect min working time per week Assign preferred workers with a specific skill
Assign qualified workforce Assign workers to preferred areas

is given by ρw
j which has a value that ranges between[

0,3
]
. For each assignment, the satisfaction value for

each preference ranges between
[
0,1
]
, from not sat-

isfied to satisfied. The satisfaction level is reverted to
a penalty by subtracting it from the full satisfaction
score, which is 3r j for a visit j.

f (S) = λ1 ∑
w∈W

∑
i∈T

∑
j∈T

(di, j + pw
j )x

w
i, j

+λ2 ∑
w∈W

∑
i∈T

∑
j∈T

(3r j−ρw
j )x

w
i, j

+λ3 ∑
w∈W

∑
j∈T

(ψw
j +θw

j )

+λ4 ∑
j∈T

y j +λ5 ∑
w∈W

∑
j∈T

τw
j (1)

The best solution should have: the least operational
cost and the least penalty cost. A weighted sum
is proposed to combine the objectives into a single
scalar value (Pinheiro et al., 2016; Algethami et al.,
2016). The objective function is written as in equation
(1), where weights λ1, . . . ,λ5 are defined to establish
priority between objectives (more about the weights
used here later in the paper).

4 ALGORITHMS AND
OPERATORS

This paper investigates the behaviour of various
genetic operators when tackling instances of the
WSRP by analysing their performance within rela-
tively straightforward implementations of two varia-
tions of GAs. A simple solution representation al-
lows direct implementation of genetic operators on
the genotype (Rothlauf, 2003). Thus, a direct repre-
sentation scheme is used for chromosome encoding.
A vector of integers of length equal to the number of
visits, |T |, represents a one-day plan. Hence, all visits
are assigned. Indexes of the chromosome correspond
to the set of tasks T , for example the ith gene in the
chromosome means the corresponding visit with in-
dex i ∈ T . In order to increase the possibility of ob-
taining a feasible initial plan, indexes in the chromo-
some are associated to visits in non-decreasing order

of visit start time. In this way, index 1 is for the visit
with the earliest start time and index |T | is for the visit
with the latest start time. For each visit in the vector,
a worker w is selected at random from W . A worker w
may undertake more than one visit, and some workers
may not be utilised as a part of a particular one-day
plan.

4.1 Genetic Algorithms (GA)

Two GAs are implemented in this study: a steady-
state genetic algorithm (SSGA) and a generational ge-
netic algorithm (GenGA) (Vavak and Fogarty, 1996).
Such relatively simple algorithms were selected in
order to analyse the emergent behaviour and perfor-
mance of the operators on a straightforward GA im-
plementation.

Initially, a time conflict reduction (TCR) opera-
tor is applied to each individual in the initial popu-
lation in order to reassign visits and reduce the num-
ber of time conflicts. After that, the evolutionary pro-
cess for each GA is executed as follows. For the
SSGA, there is only one population P of size M dur-
ing the whole evolutionary process, where parents are
selected and the offspring is inserted; thus, no gen-
erations required. Two parents i, j are selected by
tournament selection from the parent lists L1 and L2,
each of size M/2. To create a parent list, six different
individuals are selected at random from P and split
into two groups of three; the best individual of one
group is added to L1 and the best individual of the
other group is added to L2. This process is repeated
until the two lists of parents are complete. Then, for
i, j from 1, . . . ,M/2, parent i in L1 and parent j in L2
are combined through crossover, producing two off-
spring. The next step is to apply mutation operator.
A mutation operator is applied with some probability
to the generated offspring. That is, if the mutation is
applied to an individual k, the mutated individual k′

replaces k, regardless of the objective function value.
The recombination plus mutation process is imple-
mented on the two parents; the best two individuals
out of the two parents and the two children are added
into P so that the population size remains constant.

For the GenGA a new population is created at the
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start of each generation. The recombination plus mu-
tation process is repeated M/2 times until the new
population P′ is complete. At this point, individuals in
P′ are sorted in non-decreasing order of their fitness.
The best 10% of solutions found are never removed
from the population. However, the worst 10% of in-
dividuals in P′ are replaced by randomly generated
individuals to introduce diversity onto the population.
After this, the new population replaces the old one,
i.e. P = P′. Then, the WSR operator (described be-
low) is applied onto infeasible individuals within the
population based on hard constraints violations shown
in Table 1. Finally, population P′ is passed to the next
generation.

4.2 Repair Operators

A time conflict reduction (TCR) operator works as
follows. Each pair of visits, i and j, are compared
to identify any time conflicts, i.e. the same worker w
being assigned to the two visits at the same time. If
there is a time conflict, worker w is replaced in visit
j by another worker w′, selected from the list of pre-
ferred workers for visit j, if that list exists, or selected
at random otherwise. Because TCR is applied only
once on an individual, by removing one pair of visits
at a time, it cannot ensure that all time conflicts are
removed, but it does reduce their number.

The worker suitability repair (WSR) operator
seeks to improve the suitability of workers for each
visit, and works as follows. For each visit in an in-
dividual, the assigned worker is checked against the
skills requirements, maximum hours constraints and
time conflicts (i.e. the hard constraints listed in Ta-
ble 1). If the worker does not satisfy these require-
ments, the operator aims to find another worker who is
feasible for that visit. If no such worker can be found,
the operator leaves the original worker in place. Thus,
the WSR operator cannot ensure that all visits have a
suitable worker, but it does improve the overall as-
signment with respect to the constraints.

4.3 Genetic Operators

The aim of this study is to select the best configuration
of crossover and mutation operators that can tackle
the WSRP within the SSGA and GenGA. Twelve op-
erators are implemented, ten well-known operators
plus two cost-based operators tailored for the problem
tackled here.

Ten well-known operators were chosen after a lit-
erature survey of operators applied in WSRP-related
problems (Algethami and Landa-Silva, 2015). The
operators selected are divided into two groups. One

Algorithm 1: Cost-based uniform crossover (CBUX).

Require: parent individuals p1 and p2
Ensure: offspring individuals o1 and o2

1: o1,o2← new empty individual
2: for i← 1 to |T | do
3: Let wi

1 be worker assigned to visit i ∈ p1
4: Let wi

2 be worker assigned to visit i ∈ p2
5: if wi

1 and wi
2 are both available for visit i then

6: o1← o1∪wi
1

7: o2← o2∪wi
2

8: else
9: if one of wi

1 or wi
2, called wi, is available for

visit i then
10: o1← o1∪wi

11: o2← o2∪wi

12: else
13: o1← o1∪wi

2
14: o2← o2∪wi

1
15: end if
16: end if
17: end for

group has five scheduling operators: single-point
crossover (1PX), uniform crossover (Mitchell, 1998),
two-point crossover (2PX) (Hartmann, 1998), half-
uniform crossover (HX) (Eshelman, 1991) and ran-
dom swap mutation (RSM) (Cicirello and Cernera,
2013). The other group has five routing operators:
order crossover (OX) (Zheng and Wang, 2003), cy-
cle crossover (CX) (Oliver et al., 1987), partially
matched crossover (PMX) (Zhu, 2000), inversion mu-
tation (IM) (Eshelman, 1991) and scramble mutation
(SM) (Cicirello and Cernera, 2013).

Two cost-based operators operators have been
purposely designed to improve the satisfaction of soft
constraints in the WSRP, even at the expense of hav-
ing a larger total cost in the solution.

One of these operators is a cost-based uniform
crossover (CBUX) shown in Algorithm 1. Cost-based
crossovers have been applied in the literature to pro-
duce improved results by restricting mating to the fea-
sible region only (Kotecha et al., 2004). This CBUX
operator works as follows. Each position i for the two
parents, corresponding to the worker assigned to visit
i, is processed one at a time (line 2). The availabil-
ity, in terms of time and area, of the worker assigned
to visit i is examined for each parent. If both parents
have an available worker in that position, their gene is
copied to the corresponding offspring (lines 5–7). If
only one of the parents has an available worker in that
position, that gene is copied to both offspring (lines
9–11). If no parent has an available worker in that
position, offspring 1 gets the gene from parent 2 and
offspring 2 gets the gene from parent 1 (lines 13–14).
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Algorithm 2: Cost-based mutation (CBM).

Require: individual k
1: Choose a random mutation point i ∈ k
2: Let wi be the worker assigned to visit i
3: Let Ωi be the list of preferred workers for i
4: if w /∈Ωi then
5: Choose a random worker w′ ∈Ωi

6: Replace w with w′ in k for visit i
7: end if

A cost-based mutation (CBM) is shown in Algo-
rithm 2. This operator seeks to ensure that workers
assigned to visits are among those considered as pre-
ferred workers for that visit. As part of the input data
in the problem instances considered here, a list of pre-
ferred workers is given for each visit as defined by the
patients. Then, for position i in the individual, CBM
tries to assign one of the preferred workers for that
visit i, only if the one already assigned is not a pre-
ferred worker (lines 4–6).

5 EXPERIMENTS AND RESULTS

Table 2: Parameter settings used in the experiments.
Parameter Settings

Population size M 100
Crossover operators 1PX, 2PX, UX, HX, PMX, OX, CX, CBUX
Crossover rate Pc 10%, 50%, 100%
Mutation operators RSM, IM, SM, CBM
Mutation Rate Pm 1%, 10%, 30%
Running time 5 minutes

Experiments were conducted to evaluate the perfor-
mance of different operators on real-world WSRP
scenarios. The GAs described in Section 4 were im-
plemented with different algorithm configurations as
stated in Table 2. Values for mutation and crossover
rates are taken from previous parameter tuning exper-
iments.

The best suitable combinations of operators, each
combination is one crossover operator with one muta-
tion operator, might be later embedded in a more ef-
ficient approach. To this end, the experimental study
focused on comparing the performance of the vari-
ous genetic operator combinations aimed at satisfying
customers’ and workers’ preference constraints. Nev-
ertheless, one of the major issues in the random di-
rect representation is allowing infeasible individuals
throughout the search process, so that the end result
can have individuals with high number of constraint
violations. Thus, reducing hard constraint violations,
such as skills required, maximum hours requirements
and time conflicts, is required to maintain feasibility

in WSRP solutions. As explained in Section 4, the
WSR mechanism is applied to individuals that present
hard constraint violations. WSR implementation oc-
curs in two stages of the GA: after the TCR, and then
again after the mutation operator in the optimisation
process.

For each GA, 32 mutation-crossover combina-
tions with 9 different rates were applied. Thus 288×2
algorithm configurations and each one was executed 8
times, all seeded with the same initial population. The
best cost solution was obtained from each set with the
same amount of computation time. The implementa-
tion was in Java running on a PC with I7 four-core
processor with hyper-threading enabled and 16GB of
RAM.

5.1 Problem Instances

Problem instances from three UK real-world HHC
scenarios are used as instances of WSRP. The
instances data and weights used here (blue set-
ting) are available at https://drive.google.com/open?
id=0B2OtHr1VocuSNGVOT2VSYmp6a2M. In this
study, three scenarios were used with 7 problem in-
stances each, for a total of 21 instances. Table 3 shows
the main features of each problem instance.

Scenario A instances are considered the smallest,
while instances in scenario B are larger. Problem
instances in scenario C are very different to the in-
stances in the other 6 scenarios in that the number of
workers is much larger than the number of visits.

Table 3: Features of the WSRP instances.
Instance A1 A2 A3 A4 A5 A6 A7 Mean

Number Visits 31 31 38 28 13 28 13 26
Number Workers 23 22 22 19 19 21 21 21

Number Areas 6 4 5 4 4 8 4 5
Instance B1 B2 B3 B4 B5 B6 B7 Mean

Number Visits 36 12 69 30 61 57 61 47
Number Workers 25 25 34 34 32 32 32 31

Number Areas 6 5 7 5 8 8 7 7
Instance C1 C2 C3 C4 C5 C6 C7 Mean

Number Visits 177 7 150 32 29 158 6 80
Number Workers 1037 618 1077 979 821 816 349 814

Number Areas 8 4 7 8 6 11 6 7

5.2 Performance of Operators

The first set of experiments was designed to select
the best combination of the operators that maximise
customer/worker requirements and preferences sat-
isfaction. To do so, all operators listed in Table 2
were examined by statistical analysis to determine
their performance. There are four mutation operators
(RSM, IM, SM, CBM) and eight crossover operators
divided into three different groups: routing crossovers

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

420



Table 4: Performance Comparison of Crossover Operators Grouped by Category (Routing, Scheduling, Cost-Based) Under a
Mutation Operator.

Mutation RSM SM IM CBM

SSGA

Crossover OX UX CBUX OX UX CBUX OX UX CBUX OX 1PX CBUX
Dev. 0.09% 1.66% 4.99% 0.07% 1.23% 4.90% 0.04% 1.47% 4.24% 0.66% 1.37% 3.23%

#Best 0.71 0.19 0.00 0.76 0.14 0.00 0.86 0.05 0.00 0.48 0.38 0.05
Score 0.90 0.57 0.57 0.93 0.60 0.12 0.98 0.50 0.17 0.76 0.60 0.29

GenGA

Crossover PMX UX CBUX PMX 1PX CBUX PMX 1PX CBUX PMX UX CBUX
Dev. 0.87% 0.70% 8.98% 2.28% 1.17% 9.82% 2.90% 1.92% 9.65% 0.65% 3.12% 5.19%

#Best 0.38 0.38 0.14 0.43 0.38 0.14 0.29 0.52 0.19 0.57 0.19 0.14
Score 0.67 0.74 0.24 0.74 0.69 0.24 0.67 0.74 0.31 0.81 0.50 0.33

(OX, CX, PMX), scheduling crossovers (1PX, 2PX,
UX, HX) and cost-based crossovers (CBUX). Each
crossover was combined with one mutation at a time
for a total of 32 combinations, however only the best
performing crossover operators from each group is
presented in Table 4. The GA was executed for 5 min-
utes using the highest rate values, i.e. Pc = 100% and
Pm = 30% to ensure that the operators were utilised.

The following three metrics were used to measure
the performance of the combinations of operators:
Dev. average percentage deviation from the best pref-
erence value (the three preferences satisfaction value
of all the configurations applied). Best fraction of in-
stances in a set for which a configuration matches the
best preference value. This performance metric is ab-
solute and can be compared across existing results in
different tables. Score fraction of the instances for
which the current method produces better solutions
than the other configurations, i.e. ‘win’. This score is
calculated as ((q× (p−1))− r)/(q× (p−1)), where
p is the number of configurations compared, q is the
number of problem instances, and r is the number of
instances in which the p−1 competing configurations
find a better result. Hence, the best score value is
1, when r = 0, and the worst score value is 0, when
r = q× (p− 1). This is a relative measure of per-
formance. Hence, these values are only meaningful
within one table and not across different tables.

The results presented in Table 4 are the perfor-
mance metrics values that correspond to each of the
four mutation operators, including the CBM operator
proposed in this study. These values are calculated
based on the average preferences satisfaction values
for each run. The crossover categories are: the best
routing operator, the best scheduling operator and the
CBUX operator proposed in this study. Thus, each
mutation operator has three comparable crossover op-
erators values, and the best crossover out of the three
is highlighted in bold. The aim is to identify the best
crossovers for each mutation with respect to the pref-
erences value by grouping crossovers based on their
category, thus mutation operators are not comparable
in this table.

Table 5: Performance Comparison Between the Best Com-
binations of Operators ( Mutation - Crossover ).

Procedur Dev. #Best Score

SSGA

RSM-OX 0.01% 0.52 0.87
SM-OX 0.03% 0.29 0.82
IM-OX 0.15% 0.00 0.50
CBM-OX 0.23% 0.10 0.45

GenGA

RSM-UX 0.92% 0.57 0.84
SM-PMX 7.57% 0.05 0.43
IM-1PX 2.73% 0.24 0.68
CBM-PMX 18.36% 0.05 0.25

For SSGA, OX provides the best scores, with the
highest number of best values and the lowest devia-
tion when combined with all mutation operators. For
GenGA, UX provides the best scores for RSM with
the highest number of the best values and the low-
est deviation. Even though UX is selected as the first
competing crossover, PMX obtained the same number
of the best values for RSM; the winning crossovers
are considered in the next overall comparison. Addi-
tionally, 1PX provides the best score value with the
highest number of best solutions and lowest on devi-
ations among the compared crossovers for IM, while
PMX provides the best score value for both SM and
CBM, with the lowest deviation obtained for CBM
only.

Table 5 shows a comparison between the cho-
sen combinations of operators (mutation - crossover)
from Table 4. The aim is to identify the best combina-
tion for each GA by using the same performance mea-
surement matrices explained above. The best combi-
nation is highlighted in bold.

The results indicate that RSM–UX and RSM–UX
obtain the highest score and the smallest deviation
value among all methods, with the maximum frac-
tions of the best solutions of 0.87 and 0.84 for SSGA
and GenGA respectively. Interestingly, cost-based
methods failed to achieve good results in compari-
son to the generic operators. This result might be due
to the search space restrictions that led to infeasible
areas. However, when combined with more generic
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Table 6: Results of the best f (S) produced by different combinations of operators, crossover probabilities Pc and mutation
probabilities Pm.

SSGA GenGA

Instance Procedure Pc Pm f (S) Cpt(s) Procedure Pc Pm f (S) Cpt(s)

A

1 SM-PMX 0.5 0.3 5.1 176.6 RSM-PMX 1 0.3 3.5 180.8
2 SM-OX 1 0.3 4.4 184.4 SM-UX 1 0.3 2.8 190.7
3 SM-UX 1 0.3 6.1 240.8 SM-1PX 1 0.3 3.3 212.3
4 SM-UX 0.5 0.3 2.3 159.9 SM-UX 1 0.3 1.4 114.5
5 SM-1PX 1 0.1 3.2 50.7 SM-HX 1 0.3 2.4 52.4
6 SM-2PX 1 0.1 4.4 198.6 RSM-HX 1 0.3 3.6 109.0
7 SM-2PX 1 0.1 4.2 32.7 RSM-HX 1 0.3 3.7 83.2

B

1 SM-UX 1 0.3 2.1 239.7 RSM-PMX 1 0.3 1.7 255.0
2 SM-OX 1 0.1 2.4 50.7 RSM-HX 1 0.3 1.8 14.7
3 RSM-PMX 0.5 0.3 2.8 292.9 RSM-PMX 0.5 0.3 1.9 274.1
4 SM-2PX 1 0.3 2.9 75.3 SM-2PX 1 0.3 2.1 138.0
5 RSM-UX 0.5 0.3 3.8 243.5 RSM-2PX 1 0.3 2 243.2
6 RSM-UX 1 0.3 2.5 226.1 RSM-2PX 0.5 0.3 1.7 229.2
7 RSM-UX 0.5 0.3 3.2 231.8 RSM-1PX 0.5 0.3 1.9 288.2

C

1 CBM-OX 1 0.1 5454.5 285.0 CBM-OX 1 0.3 159418.6 304.8
2 SM-HX 1 0.01 4.8 15.0 SM-HX 1 0.3 3.2 152.7
3 RSM-2PX 1 0.3 3270.7 299.4 SM-OX 1 0.3 82582 293.9
4 RSM-OX 1 0.01 22.2 210.0 IM-HX 1 0.3 17.6 269.8
5 SM-PMX 1 0.1 20.1 172.6 IM-HX 1 0.3 16 267.3
6 CBM-PMX 1 0.01 20776.5 266.6 CBM-OX 1 0.01 94335.9 297.8
7 SM-UX 1 0.3 4.9 0.7 SM-UX 1 0.3 4.3 15.9

operators, in the case of CBM, they generate more di-
verse individuals that led up to high deviation among
all mutations.

5.3 Computational Results for Different
Instance Sizes

Table 6 presents the best objective values obtained for
all instances. The columns under SSGA and GenGA
provide the best values obtained for each GA under
the stopping criterion for each combination. All val-
ues are averaged and only the best values are pre-
sented. The remaining column Cpt shows the compu-
tation time where the best value is found in seconds.
Two issues were considered to compile this table: the
GAs performance on each instance and the best per-
forming combinations/settings under each GA with
the minimum computation time.

It appears that GenGA provides better results
than SSGA on 85.71% of all instances. The best-
performing operators under the methods applied are
PMX, UX and HX across all instances when com-
bined with RSM and SM. However, CBM managed
to obtain some of the best results, especially for sce-
nario C instances. This indicates that problem domain
knowledge needs to be incorporated in operators for

more complicated instances. The average computa-
tion times for the best solution found for all instances
are as follows: SSGA, and GenGA are 173.954 s and
189.88 s respectively. In terms of convergence speed,
both SSGAs used here converged earlier to a local
minima, with poor results in problem sets A and B.
For problem set C, more computation-time provided
better results when using GenGA.

Despite the fact that the cost values still need to
be improved, this study has helped to understand the
performance of various combinations of genetic op-
erators executed with different probability rates and
implemented on simple steady-state and generational
GAs.

6 CONCLUSION

This paper has investigated the suitability of a set of
genetic operators when applied within a steady-state
genetic algorithm (SSGA) and a generational genetic
algorithm (GenGA) to tackle the workforce schedul-
ing and routing problem (WSRP). Twelve operators
were considered in this study including two operators
incorporating problem domain knowledge, and ten
well-known operators (three mutation operators and
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seven crossover operators) from the literature. From
the experimental results, existing operators such as
RSM and UX perform the best. Future research will
look at investigating the performance of the repair op-
erators, parameter setting of the operators and the de-
sign of an improved evolutionary approach informed
by the better understanding achieved in this paper.
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Abstract:  Multi-objective optimization is currently an active area of research, due to the difficulty of obtaining diverse 
and high-quality solutions quickly. Focusing on the diversity or quality aspect means deterioration of the 
other, while optimizing both results in impractically long computational times. This gives rise to 
approximate measures, which relax the constraints and manage to obtain good-enough results in suitable 
running times. One such measure, epsilon-dominance, relaxes the criteria by which a solution dominates 
another. Combining this measure with genetic programming, an evolutionary algorithm that is flexible and 
can solve sophisticated problems, makes it potentially useful in solving difficult optimization problems. 
Preliminary results on small problems prove the efficacy of the method and suggest its potential on 
problems with more objectives. 

1 INTRODUCTION 

Historically, in order to solve optimization 
problems, classical search methods were 
traditionally used. In every iteration, a single 
solution was modified in order to produce better 
solutions. However, this point-by-point approach 
was overshadowed by the introduction of 
evolutionary algorithms(EAs). These algorithms use 
the concepts of evolution and natural selection in 
optimization. Using populations of individual 
solutions, EAs try to capture multiple optimal 
solutions for problems lacking one global optimal 
solution. 

Some optimization, for example industrial, 
problems have multiple objectives that need to be 
optimized in the same time, which poses extra 
difficulties for algorithms that try to solve these 
problems. Two main solutions have usually been 
followed to reduce the complexities: 
 Reducing the number of objectives during the 

search process or a posteriori during the decision 
making process. This approach tries to identify non-
conflicting objectives and discards them. 
 Propose a preference relation that induces a 

finer order on the objective space. 
If the aforementioned solutions fail to reduce 

multi-objective optimization problems’ complexity, 
then the main difficulty facing EAs is incomparable 

solutions. Incomparable solutions happen in the 
following case. When one solution optimizes one (or 
more) objective better than a second solution, but the 
second solution optimizes another (or more) 
different objective better than the first one. 

If we divide the search space into regions based 
on how well each solution optimizes each objective, 
and assuming no bias towards any region, the 
probability of a solution falling into any of these 
regions is proportional to the volume of this region 
divided by the volume of the entire solution set. As 
the number of objectives increases, the number of 
regions increases, and the probability that a solution 
will fall into a region where one solution optimizes 
all objectives efficiently is reduced significantly.  

Problems with a large number of objectives, 
although apparently similar to problems with less 
number of objectives, can’t be solved efficiently 
using the same methods used for fewer objectives. 
They are computationally more intensive, and 
visualizing their solutions becomes harder as more 
objectives are added. To avoid these complexities, 
some approximate measures are used to obtain good-
enough results of the problem. Epsilon dominance, 
notated as ϵ-dominance from now on, is one of these 
approximate measures (Laumanns, et al., 2002).  

In this paper, genetic programming, a flexible 
and powerful type of evolutionary algorithms (EAs), 
is used in order to solve optimization problems 
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approximately using ϵ-dominance. We call this 
method ϵ-GP. Genetic programming, up to our 
knowledge, has not been used before to solve any 
optimization problem with an approximate measure. 
ϵ-GP is compared to regular genetic programming 
(Koza, 1992) in regards to speed, efficiency, and 
diversity, and it gives promising results.  

The paper is structured as follows. Section 2 
explains related work in the field of evolutionary 
algorithms. Afterwards, in Section 3 and 4, some 
background information is given about optimization 
and genetic programming, respectively. An outline 
and pseudocode of ϵ-GP are given in Section 5, 
while Section 6 deals with the experimentation and 
results. Finally, Section 7 contains a conclusion of 
the paper and explains future work. 

2 RELATED WORK 

Evolutionary algorithms have long been successful 
in solving MOPs. Schaffer (Schaffer, 1985) started 
the movement of EAs solving MOPs by introducing 
a vector-evaluated genetic algorithm (VEGA) that 
finds a set of nondominated solutions.  

Afterwards, the first generation of Multi-
Objective Optimization Evolutionary Algorithms 
(MOEAs) started in the early 1990s by using Pareto 
ranking and fitness sharing. This generation 
consisted of the multi-objective genetic algorithm 
(MOGA) (Fonseca & Fleming, 1993), the niched 
Pareto genetic algorithm (NPGA) (Abido, 2003) 
which is the first algorithm to use tournament 
selection, and the nondominated sorting algorithm 
(NSGA) (Srinivas & Deb, 1994).  

The second generation of MOEAs, which 
emerged in the late 1990s and early 2000s, 
introduced the concept of elitism (keeping a record 
of the best-so-far solutions). It includes the strength 
Pareto evolutionary algorithm (SPEA) (Zitzler & 
Thiele, 1999) and its improved version(SPEA-2) 
which adds a fitness assignment technique, a nearest 
neighbor density estimation, and a preservation 
truncation method (Zitzler, et al., 2001); the Pareto 
archived evolution strategy(PAES) (Knowles & 
Corne, 2000); the Pareto envelope based 
algorithm(PESA) (Corne, et al., 2000) and its 
improved version PESA-II (Corne, et al., 2001 ); and 
an improved version of NSGA (NSGA-II) which 
splits the pool of individuals into different fronts 
according to their dominance and adds a crowding 
measure to preserve diversity (Deb, et al., 2002). 

NSGA-II is one of the most popular algorithms 
in the literature and is usually considered a 
benchmark for many new algorithms. This is 

because it is very quick in obtaining solutions. It 
also yields very efficient results. Although originally 
made for problems with smaller number of 
objectives, NSGA-II has shown to be somewhat 
successful over the years in solving some problems 
with more objectives as well. 

3 OPTIMIZATION 

An optimization problem is a problem where the 
goal is to find the best solution from all feasible 
solutions for a specific objective function. However, 
many of these problems (those that have more than 
one objective) exist in a setting that cannot be 
expressed using a single function, as different 
objectives are usually not measured using the same 
metrics. 

Furthermore, a multi-objective optimization 
problem is defined as simultaneously optimizing (ݔ)ܨ = ݉݅݊൫ ଵ݂(ݔ), … . , ݂(ݔ)൯, (1) 

ݔ	ݐ	ݐ݆ܾܿ݁ݑݏ ∈ തܺ, 
by changing n decision variables, subject to some 

constraints that define the universe	ഥܺ . 
In other words, a multi-objective optimization 

solution optimizes the components of  (ݔ)ܨ	where ݔ 
is an n-dimensional decision variable vector ݔ ,ଵݔ)= … , (ݔ  from some universe 	 തܺ . Thus, the 
problem consists of ݇  objectives reflected in the ݇ 
objective functions, a number of constraints on the 
objective functions reflected on the feasible set of 
decision vectors	ܺ	ഥ , and ݊ decision variables. 

In the case of optimizing multiple objectives, it is 
usually impossible to find a single solution that 
optimizes all of the objectives at the same time. This 
gives rise to the definition of nondominated 
solutions (also called Pareto-optimal solutions), 
which are solutions that optimize some objectives 
but are not worse than other solutions in the rest of 
the objectives. The Pareto front is the visualization 
of all these solutions on the search space. Since 
these solutions are nondominated, no one solution 
exists that can be said to be better than the other; all 
of them are presented to the decision maker as a set 
of solutions called the Pareto optimal set.  

Multi-objective optimizers usually have to 
conform to a few properties; namely, they should 
present solutions that are close to the Pareto front as 
possible. They should also present different, diverse 
solutions to the decision maker that show the 
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different tradeoffs with respect to each objective. 
Optimizers also need to present the best few, which 
means that overwhelming the decision maker by 
presenting too many solutions is not preferred. 

3.1 More Objectives 

Optimization problems that have more than 3 
objectives are named many-objective optimization 
problems, and problems with 2 or 3 objectives are 
named multi-objective optimization problems. In 
(Khare, et al., 2003), it was found after testing 3 
MOEAs from the 2nd generation of MOEAs (NSGA-
II, SPEA2, PESA) that these algorithms showed 
vulnerability on problems with a larger number of 
objectives. 

The main difficulties with many-objective 
optimization problems are visualization, how to 
handle high dimensionality and the exponential 
number of points needed to represent the Pareto 
front, the greater proportion of nondominated 
solutions, and stagnation of search due to larger 
number of incomparable solutions. Our work tackles 
the latter two difficulties by changing the definition 
of dominance to an approximate one, easing the 
criteria of acceptance of nondominated solutions.  

3.2 Dominance 

Multi-objective optimization algorithms insisting on 
both diversity and convergence to the Pareto front 
face Pareto sets of substantial sizes, need huge 
computation time, and are forced to present very 
large solutions to the decision maker. These issues 
effectively make them useless until further analysis, 
because speed and presenting few solutions are very 
important to decision makers.  

ϵ-dominance (Laumanns, et al., 2002) tries to fix 
these problems by quickly searching for solutions 
that are good enough, diverse, and few in number. It 
approximates domination in the Pareto set by 
relaxing the strict definitions of dominance and 
considering individuals to ϵ-dominate other 
individuals, whereas previously they would have 
been nondominated to each other.  

In Figure 1, a visual comparison between ϵ-
dominance and regular dominance is shown 
(Laumanns, et al., 2002).  

4 GENETIC PROGRAMMING 

Genetic    programming    (GP)    is    one    type    of 
evolutionary  algorithms. Its  main   characteristic  is 

 

Figure 1: Differences between (a) regular and (b) ϵ -
dominance. 

that it represents solutions as programs (Koza, 
1992). This representation scheme is the main 
difference between genetic algorithms and genetic 
programming. Each solution (program) is judged 
based on its ability to solve the problem, using a 
mathematical function, the fitness function. Each 
program, or solution, is represented using a decision 
tree. GP evolves a population of programs by 
selecting some candidates that score high on the 
fitness function and using regular evolutionary 
variation operators on them (mutation, crossover, 
and reproduction). New populations are created from 
these outputs until any specific termination criterion 
is met.  

We use strongly-typed genetic programming 
(STGP) in this paper, which is one of many 
enhanced versions of GP. STGP makes GP more 
flexible, explicitly defining allowed data types 
beforehand instead of limiting it to only one data 
type. Genetic programming, and STGP specifically, 
consists of the following. 

1) Representation: individuals are 
represented as decision trees, but unlike usual GP 
(Koza, 1992), STGP doesn’t limit variables, 
constants, arguments for functions, and values 
returned from functions to be of the same data type. 
We only need to specify the data types beforehand. 
Additionally, to ensure consistency, the root node of 
the tree must return a value of the type specified by 
the problem definition and each nonroot node has to 
return a value of the type required by its parent node 
as an argument. 

2) Fitness function: scores how well a 
specific execution matches expected results. 

3) Initialization: there are two main methods 
to initialize a population: full and grow. Koza (Koza, 
1992) recommended using a ramped half-and-half 
approach, combining the two methods equally. 

4) Genetic operators: crossover and mutation.  
5) Parameters: maximum tree depth, 

maximum initial tree depth, max mutation tree 
depth, population size, and termination criteria.  
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5 OUR PROPOSED METHOD 

Our algorithm, ϵ-GP, has three main characteristics. 
First, the performance of our algorithm, and of any 
general ϵ-dominance-based MOEA, depends on the 
value of ϵ, which is either user defined or computed 
from the number of solutions required. Bigger ϵ 
values mean quicker computation of solutions, while 
smaller values mean solutions that have more 
quality. Although the value of ϵ doesn’t have to be 
constant for each objective, we make it constant 
across all objectives in our method for ease of use 
and for quicker computations. 

Second, ϵ-GP comprises two storage locations 
for solutions: 

• An archive that ensures elitism by keeping 
the best solutions so far and removing solutions 
iff other better solutions are found. We choose to 
give this archive a fixed size for several reasons. 
One is to limit computation time and to protect 
the decision maker from receiving a big number 
of nondominated solutions that are 
incomparable. Finally, due to ϵ-MOEA 
performing well on all test instances in (Li, et al., 
2013), while suffering from archive size 
instability, we will stabilize and fix the size. 

• A population that stores the current 
generation; this current generation can have 
worse solutions than a previous generation. This 
ensures diversity and keeps us from falling into 
local minima. 
Third, crossover is always between a solution 

from the current generation population and a 
solution from the archive. This guarantees both 
elitism and diversity. Offspring from crossover are 
embedded into the archive if the criteria of 
acceptance (to dominate another solution) are met. 
They are automatically inserted into the next 
generation population as well. 

To our knowledge, ϵ-GP is the first algorithm to 
combine genetic programming with an approximate 
measure, e.g., ϵ-dominance. ϵ-GP uses its 
approximation capability to make selection easier 
between points by reducing competition and 
tolerating a certain additive factor (ϵ) when 
calculating dominance. Selection is the most 
computation-intensive regular task in Many-O 
algorithms, and this is why ϵ-GP is considered 
useful. 

The initial random generation of the population 
and archive in our algorithm is done using the 
ramped half-and-half method discussed earlier. The 
user inputs in ϵ-GP are the number of runs, the 
population size (pop_size), the probabilities Go, Pr, 

Pc (respectively, probability of a binary or unary 
genetic operator, probability of reproduction or 
mutation, and probability of crossover).  

The pseudocode of ϵ-GP is as follows: 

for (i = 0; i < number_of_runs; i++) { 

  set gen, score to 0; //generation 
number 

  generate pop[gen], archive randomly; 

  while (score <= minimum_threshold && 
generation < max_generations) { 

    evaluate fitness of pop[gen]; 

    sort individuals in archive and 
pop; // this is where ϵ-dominance is 
used 

    for (j = 0; j < pop_size; j++) { 

      if (random(0,1) >= Go) { 

        if (random(0,1) >= Pr) { 

          reproduce (copy) individual; 

        } 

        else { 

          mutate individual; 

        } 

        put individual into pop[gen+1]; 

      } 

      else { 

        select two individuals from 
archive and pop; 

        if(random(0,1) >= Pc) { 

          crossover the individuals; 

        } 

        else { 

          reproduce both individuals; 

        } 

        j++;//because we insert 2, not 
1, individuals 

        put individuals to pop[gen+1]; 

      } 

      if (individuals(s) > 
archive.worse_result) {   

        put individual (s) in archive; 

        score = fitness of archive; 

      } 
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    } 

    generation ++; 

  } 

  set result[i] to score; 

} 

6 EXPERIMENTATION 

To measure the performance of our algorithm, it was 
tested on a basic genetic programming problem: the 
ant trail problem (Koza, 1992). Two variants of this 
problem are tested; namely, the Santa Fe Trail 
problem and the Los Altos Trail problem. The study 
used the MOEA Framework, version 2.8, available 
from http://www.moeaframework.org/.  Koza’s GP 
(Koza, 1992) was used as a reference for comparison 
in terms of speed and efficiency. We tested the 
reference against our algorithm with values of ϵ of 
0.1 and 0.01. 

We solved each test problem 30 times with 
different random seeds. In all runs, no more than 
500,000 evaluations were allowed to be made. We 
used a crossover probability rate of 0.9, with a point 
mutation rate at 0.01. Population size was set to 500. 

Since GP is a stochastic algorithm that is affected 
by the chosen random seed, it was more suitable to 
make a stochastic comparison instead of a static 
comparison with the best absolute values. For this 
purpose, we analyzed the mean, median, and 
standard deviation of the 30 independent runs. 

The Santa Fe problem results are shown in Table 
1, with better results highlighted in bold when 
applicable. The goal is to capture as much pieces of 
food as possible, with as little moves as possible. We 
also take into consideration how quickly a run 
reaches a suitable result. 

Table 1: Santa Fe Trail Results. 

 

The results show that our algorithm, ϵ-GP, has 
very good performance with regards to all 
objectives, and runs quickly as well. At both ϵ 

values of 0.1 and 0.01, ϵ-GP has a better average 
runtime compared to Koza’s GP, and at ϵ of 0.1, the 
food gathered by ϵ-GP is, on average, more than the 
food gathered by Koza’s GP. 

Next, we test the Los Altos problem, a similar 
but harder problem with a more complex trail to 
follow to gather the food. 

Table 2: Los Altos Trail. 

 

The obtained results, shown in Table 2, prove 
that Koza’s GP, while quicker than ϵ-GP, trails ϵ-GP 
in both moves and food. ϵ-GP obtained the best 
absolute result by eating 129 out of 156 pieces of 
food, with 392 moves for ϵ value of 0.01 and 410 
moves for ϵ value of 0.1. With an ϵ value of 0.01,  
ϵ-GP was very consistent (low standard deviation) 
and scored better than the two other sets in both food 
and moves, although with a slower running time 
than Koza’s GP. Koza’s GP was not able to collect 
more than 116 pieces of food, which was achieved 
with 335 moves in 2 minutes and 28 seconds. As to 
the fastest run, it was achieved by Koza’s GP, where 
it collected 52 pieces of food with 493 moves. The 
lowest number of moves was achieved by ϵ-GP with 
a value of 0.1, where it took 2 minutes and 37 
seconds, collecting 55 pieces of food in the process 
(the lowest score in all runs). 

7 CONCLUSIONS 

The previous section shows promising results, as ϵ-
GP was shown to simultaneously optimize two 
objectives, with the algorithm guaranteeing 
competitive results in all objectives. These results 
are encouraging for future work as well, as genetic 
programming, up to our knowledge, has never been 
used to solve a problem with many (more than 3) 
objectives using an approximate measure. 

Consistency within stochastic algorithms is 
usually a problem due to the random nature of 
different runs, but with ϵ-GP with an ϵ value of 0.01, 

Mean Median St. Dev. Worst Best
Koza 400.533 451 88.1807 494 234
ϵ = 0.1 368.067 366 89.7241 492 226
ϵ  = 0.01 380.733 390 85.9386 496 230
Koza 80.3 88 10.3629 55 89
ϵ = 0.1 81.1 89 11.2322 52 89
ϵ  = 0.01 80.1 86.5 10.145 57 89
Koza 64.5333 64 8.91621 79 45
ϵ = 0.1 58.5 56.5 8.94331 85 46
ϵ  = 0.01 61.7 61 8.78145 81 46

Santa Fe Trail
Variables

Moves

Food

Time

Mean Median St. Dev. Worst Best

Koza 393.7667 414 80.32635 497 221

ϵ = 0.1 402.1 412 81.66346 499 132
ϵ  = 0.01 389.667 375 76.2425 498 250

Koza 96.36667 99.5 20.25609 52 116

ϵ = 0.1 99.43333 104 20.6843 55 129
ϵ  = 0.01 103.933 115 18.6768 65 129
Koza 142.933 138 22.27869 191 107
ϵ = 0.1 162.3 159.5 15.803 210 139
ϵ  = 0.01 161 150 27.37353 221 129

Variables
Los Altos Trail

Moves

Food

Time

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

428



this is decreased to an acceptable degree. As 
problems increase in difficulty, the tolerance of a 
high ϵ value starts to decrease and problems can take 
longer times to find high-quality solutions and can 
face a possibility of falling into local minima due to 
the discarding of many solutions. Therefore, 
choosing the value of ϵ is very important. 

This paper serves as an introduction to further 
work that will test ϵ-GP on problems with more than 
2 objectives. Furthermore, future work includes the 
following: 

• The value of ϵ can be input from the user 
or dynamically computed. ϵ can also be changed 
to be variable for each objective. 

• A more detailed study with better test-set 
problems that contain more objectives is needed 
to prove that ϵ-GP is an efficient many-objective 
optimizer; 
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Abstract: The modern communication system is growing at an alarming rate with fast growth of new technologies to
meet current and future demands. While the development of devices and technologies to improve and meet the
expected communication demands keeps growing, the tools for their effective and efficient implementations
seem to be lagging behind. On one hand there is a tremendous development and continued advancement of
techniques in Operations Research (OR). However it is surprising how the key tools for efficiently optimizing
the use of the modern technologies is lagging behind partly because there isn’t sufficient cooperation between
core OR researchers and communication researchers. In this position paper, using one specific example, we
identify the need to develop more efficient and effective OR tools for combined queueing and optimization
tools for modern communication systems. OR scientists tend to focus more on either the analysis of commu-
nication issues using queueing theory tools or the optimization of resource allocations but the combination of
the tools in research have not received as much attention. Our position is that this is one of major areas in the
OR field that would benefit communication systems. We briefly touch on other examples also.

1 INTRODUCTION

The demand for communication systems keeps grow-
ing on an ongoing basis. Communication industry
researchers are continuously working at coming up
with new technologies for meeting the demands. In
a recent ACG Research report (ACG, 2015) it was
pointed out that for an area of 1,200 square kilome-
ter metro area having approximately a population of
about 2.5 million people the bandwidth requirement
for backhaul at a cell site could be as high as 2.5
Gbps in the year 2018 and about 10 Gbps of Ether-
net links and 10 Gbps rings to meet the demand re-
quirements and support the expected growth. Part of
these growths in demand have to do with the shifts
in customers to data. In the past media and video
was less than 10% of the traffic and now it is almost
50% according to the recent Global telecommunica-
tions study: navigating the road to 2020 (EYReport,
2015). Bandwidth available is limited however efforts
are been made to squeeze more from what is avail-
able and also to release some inefficiently utilized ra-
dio frequencies for other uses. Hence telecommuni-
cation engineers do not only have to ensure that they

could provide the capacity for these demand growths
but make sure also that the capacity is efficiently well
managed.

In trying to provide efficient and effective com-
munication services for the future we need to harness
several key tools mostly OR based. Our position is
that this has not received the proper attention it de-
serves from the OR researchers and practitioners. The
aim of this paper is to try, with the aid of some ex-
amples, to identify the major role that OR researchers
can play in planning modern communication systems.

Historically queueing model by itself has been ex-
tensively used in analyzing the performance of com-
munication systems. In fact to the extent that when
people talk of performance analysis in communica-
tion systems they are most likely referring to queue-
ing model analysis of a communication system. Of-
ten the model is for a particular protocol. A protocol,
in simple terms, is the rule by which a system oper-
ates. When the protocol for a system changes, the
queueing system that represents it changes and hence
the system would need to be re-modelled in order to
obtain its performance. Keeping in mind that a com-
munication system designer may have a plethora of

430
Alfa, A. and Maharaj, B.
Optimization and Scheduling of Queueing Systems for Communication Systems: OR Needs and Challenges.
In Proceedings of the 6th International Conference on Operations Research and Enterprise Systems (ICORES 2017), pages 430-439
ISBN: 978-989-758-218-9
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved



possible protocol designs for a particular system, de-
ciding on the ”best” design becomes an exercise of
modelling and evaluating the system with each pro-
tocol and evaluating it. This could be a nightmare
of combinatorial problem. The ideal thing would be
to be able to develop a combined queueing and op-
timization model where the parameters of the queue-
ing system are to be decision variables in the opti-
mization problem and a performance measure of the
system is the objective function. This is straightfor-
ward enough. However when we look at the literature
on this subject the research on the topic lags behind
considerably in meeting the challenges of appropriate
mathematical modelling of the modern communica-
tions needs. That is why we have decided to further
bring this to the attention of OR researchers and ana-
lysts.

2 COGNITIVE RADIO
NETWORKS

Cognitive radio networks (CRN) is one of those tech-
nologies that is being pursued as a way to increase
capacity for communication. CRN emerged from the
observations of some researchers and the FCC (Fed-
eral Communications Commission) that some of the
licensed frequencies, especially the TV band, are un-
derutilized. As a result CRN is a network in which
when the primary user (who has license for a partic-
ular channel) is not using it a secondary user may try
and access it provided it does not interfere (beyond
a tolerable limit) with the primary user. For more de-
tails about this technology and associated background
see (Mitola and Maguire, 1999) and (Haykin, 2005).

In CRN a secondary user (SU) senses a channel
and may access it if it is not in use. We call this ac-
cess approach the overlay. However if the channel is
in use by the primary user (PU) the SU may still ac-
cess it if the SU can transmit at a power level that will
not interfere with the PU. This we call the underlay.
The methods for sensing the channels are well docu-
mented in the communication literature.

The question here is when a channel can be ac-
cessed by SUs how does the system decide on which
SU to access which the channel and for how long.
This becomes a major queueing and optimization
problem which is better addressed by using OR tools.
In the next section we show how OR tools can be con-
sidered as tools for this and the challenges involved.

In real life there are several channels involved in
communication systems. However to make it simple
for expositional purposes we consider a single chan-
nel model for CRN. Later we discuss how the multiple

Busy

Idle

Fig 1. Busy and Idle times (single channel)

Time

Figure 1: Busy and Idle times (single channel).

channel cases are studied.
Consider a single communication channel used by

one or several PUs. For simplicity let us assume that
the PUs arrive according to a Bernoulli process with
parameter λp and the channel can process at geomet-
ric distribution with probability µ. Keep in mind that
the PUs required processing rate could be µp < µ.
This system can be studied as the Geo/Geo/1 queue.
Even if the arrival and processing processes are not
simple we can still analyze the system using a sin-
gle server queueing model. We chose to work in dis-
crete time because modern communication systems
are digital. Further consider a case on one channel
licensed to a PU which is either busy or idle. We
can represent it as an alternating stochastic process
{busy, idle}. A simple example of that is an alter-
nating Markov renewal. For the sake of explaining
we consider the special case of Markov chain, with
two states {0,1} where 0 represents busy and 1 rep-
resents idle. Let Xn be the state at time n and define
Pi, j = Pr{Xn+1 = j,Xn = i}, ∀n then we can write the
transition matrix of this system as

P =

[
p0,0 p0,1
p1,0 p1,1

]

The following diagram (Fig. 1) is a schematic rep-
resentation of idle and busy periods of this channel.

If we now introduce an SU with arrival probability
λs, this SU may try and access the channel using the
overlay or underlay schemes.

2.1 Overlay Scheme

In the overlay scheme, the SU will only access the
channel when it is idle and has to vacate it when the
PU returns to the channel, i.e. when it becomes busy
again. So in essence an SU sees this channel as a va-
cation queueing system in which the server (channel)
is on vacation when it is busy with the PU. The SU
can thus only be served during the queues idle period
(when the PU is not occupying it). This is a queueing
problem which can be analyzed using standard queue-
ing models. This problem is quite straightforward if
all we have is just one SU trying to access the channel.
The SU just waits for the time it detects the channel
to be idle and then access it. The point in time when
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Figure 2: Busy and Idle times (multiple channel).

the channel becomes idle is a point process and the
duration of the idle period is stochastic.

The question that arises then is when we have
more than one SU waiting to access the channel; how
do we allocate the channel to the SUs? What prior-
ity schemes do we use? This calls for an optimiza-
tion tool for scheduling the SUs. Keeping in mind
the stochastic nature of the idle and busy periods of
the channel a system scheduler has to implement an
efficient scheduling procedure. Now if we have mul-
tiple channels, which is more realistic, then we are
dealing with a system of superposition of several of
the channel Markov chains. For simplicity let us as-
sume that the channels are identical with the same
Markov chains with representation P, then the result-
ing Markov chain that represents all the K channels
has Markov chain with transition matrix PK written as

PK = P⊗P⊗·· ·⊗P,

where there are K Kronecker products of the matrix
P , i.e. PK =

⊗K
j=1 P. A good diagrammatic example

of the busy and idle channel behaviours of this can be
demonstrated by the case of K = 3 in Fig. 2.

In this case we need to keep track of which queue
(channel) is idle and which one is busy at all times.
Selecting which channel to assign to which SU is a
challenging dynamic assignment problem; scheduling
when to let a particular SU access a channel is also
a challenging OR problem, especially if we assign a
group of channels to some SUs ((Jiao et al., 2011; Jiao
et al., 2012)).

Finally there are usually some SUs that have high
data transmission rate and often are willing to pay for
superior service. Such SUs require that more than one
channel are assigned to them ((Jiao et al., 2011; Jiao
et al., 2012)). How do we develop an optimization to
handle this type of problem? For example, consider
the case of three identical channels above. If we have
say three SUs, and one of them requires two chan-
nels while the third channel is shared by the other
two, how do we decide which two channels to as-
sign to this special SU? There are three possible ways,
all dependent on the stochastic process describing the
channels. One just has to imagine what happens when
we have N (N >> 1) channels and M (M >> 1) SUs
with the ith SU requiring mi channels. . Even for the
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Fig 3. Capacity (single channel)Figure 3: Capacity (single channel).

case when ∑M
i mi ≤ N it could still be a major combi-

natorial problem, combining queueing and optimiza-
tion.

These are some of the issues that arise in the CRN
technologies, and which we think can benefit tremen-
dously from the OR communities.

2.2 Underlay Scheme

Dealing with the underlay scheme is about the same
as the overlay scheme except that we now have to also
allocate a power level to an SU to ensure that it does
not interfere with a PU transmission. So the addi-
tional question here is what power level should we
assign to an SU and to which SU in order to maxi-
mize communication capacity?

In addition we may also be in a position to have
a hybrid scheme in which some SUs are placed on
overlay scheme, some on underlay scheme and some
on a combination of both. The question is how do
we determine which ones to assign what scheme and
how? This is an optimization problem which also has
impact of the network performance.

Let us first look at the case of one channel in
which an SU wants to consider underlay in addition
to overlay, i.e. a hybrid. For the one channel even
though we may know the busy and idle period, during
the idle period we know that an SU can transmit at its
full power (if possible), if it is the only one transmit-
ting. However if it wants to transmit also under the
underlay scheme the power level allowed may vary
depending on what is the level of power of the PU.
We present a schematic diagram of the situation under
full capacity below in Fig. 3, i.e. when the channel is
idle. For the case of underlay,he available capacity
cannot be higher than what is shown in Fig. 3.

If we now consider the case of three channels, su-
perimposed and then capturing the combined capacity
we may have a case like the one below in Fig. 4.

How to now assign the channels and power be-
comes a major queueing, assignment and scheduling
problem which is not as straightforward.

In what follows we introduce a small generic re-
source allocation problem and use that as the basis of
our discussions in comparing the papers in the liter-

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

432



Time

C
ap

ac
it

y

Time

Time

Time
Channel 1

Channel 2

Channel 3

Fig 4. Capacity (multiple channels)Figure 4: Capacity (multiple channel).

ature. Consider a simple CRN problem in which we
have K PU channels. There are M SUs looking for ac-
cess to the PU channels. Each SU, s = 1,2, · · · ,M has
a maximum power source of Ps

max. If SU s is allowed
to transmit on channel k with power level Ps

k , then
its capacity, cs

k will be given as cs
k = log

(
1+ γs

kPs
k

)
,

where γs
k is the noise level associated with SU s trans-

mitting on channel k. This is essentially a simplified
Shannon’s capacity formula or a formula derived from
it. Whether we are dealing with capacity, throughput
or data rate a version of this formula is what we use.

Let xs
k = 1 if channel k is assigned to SU, s and

zero, otherwise. Generally the throughput and data
rate resulting from this are directly proportional to
this capacity. So in essence the total capacity assigned
to this SU, s will be

zs =
K

∑
k=1

cs
kxs

k.

In RA problem our interest would be to maximize
the total weighted capacity for all the SUs, with the
weight ws assigned to SU s. Hence the objective func-
tion of this generic problem will be

max z =
M

∑
s=1

ws

K

∑
k=1

cs
kxs

k. (1)

This is a non-linear function in Ps
k and xs

k.
Next we consider the constraints. The first one

is that we want to ensure that at least one channel is
assigned to an SU, on the assumption that M ≤ K. So
we need the constraint

K

∑
k=1

xs
k ≥ 1, ∀s = 1,2, · · · ,M, (2)

and also a constraint that ensures that we do not assign
more than a channel to more than one SU, i.e.

S

∑
s=1

xs
k ≤ 1, ∀k = 1,2, · · · ,K. (3)

The next constraint is that we cannot allow the
total power generated by an SU to exceed its power
limit. So we need the constraint that

K

∑
k=1

Ps
k ≤ Ps

max, ∀s = 1,2, · · · ,M. (4)

A key requirement in CRN is that the SU should
not interfere with the PU, or at least the interference
should not exceed the maximum allowed level. This
can be easily captured by requiring that the power
reaching the PU should not exceed a particular value
Ppower. So the next constraint is

S

∑
s=1

K

∑
k=1

Ps
k γs

k ≤ Ppower. (5)

with the variables allowed to assume any non-
negative values.

Given that SUs usually have a minimum require-
ment for QoS we assume that there is a constraint in
this regard also. For example, an SU, s, may require
a minimum of σs of total capacity after combining a
number of sub-channels assigned, so this leads to the
constraint

K

∑
k=1

xs
kcs

k ≥ σs, ∀s = 1,2, · · · ,M. (6)

Finally we have the two critical but common con-
straints, i.e. that of zero-one on xs

k and non-negativity
on Ps

k , both written as

xs
k ∈ {0,1} . (7)

Ps
k ≥ 0. (8)

In summary, Equations (1) to (8) form the re-
source allocation (RA) problem for this simple exam-
ple. As one can see, in its simplest form, the objec-
tive function in non-linear, and constraint (6) is non-
linear. Also one variable, xs

k is zero-one while Ps
k is

a simple non-negative variable. So unless there is a
significantly different problem studied, non-linearity
and integer variables (zero-one) are unavoidable in
the formulations. That is why in general we have a
non-linear mixed integer programming problem for
RA. The issue now is how it has been handled in the
literature. A more detailed discussion of this can be
found in (Alfa et al., 2016).

It is however important to point out some aspects
of this formulation that could be further improved to
reflect an attempt to truly optimize the system as a
whole. We know that the resulting capacity available
to an SU, after the optimization, determines the de-
lay or latency of packet transmission. So we need to
incorporate additional constraints, based on queueing
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models, that limit the delay or add a delay cost com-
ponent to the objective function. These are usually not
incorporated in the RA models because of the com-
plexity it would introduce to the problem. This is one
major reason why it is important for the communica-
tion system researchers and OR analysts/researchers
need to collaborate on carrying out major complete
model analysis.

SUGGESTED IDEA FOR COLLABORATION:
Telecommunication researchers often resort to the
use of simple heuristics to quickly obtain solutions
to the type of optimization problems discussed
above. The heuristics are usually not rigorously
studied before implementation. For example,
exploring and understanding how “good” the
solutions are is very important especially now that
there is a need to “squeeze” as much as possible
from the network. Solutions that are not proven
to be efficient, for example if the gap between
the solution and the bound is large, could be
misleading. This is where it is very important for
the telecommunication researchers to collaborate
more with OR analysts whose interests, capacity
and experience are in these aspects. The OR
analysts on their own, would probably have more
interests in the mathematical analysis of the
system and looking for bounds. In the process
may assume away some important aspects of the
problem which a telecommunication researcher
knows is very important for the problem. That is
why the two groups need to collaborate and work
together in coming up with better solutions. The
combined collaborative effort of the two groups
would lead to much better solution.

3 WIRELESS SENSOR
NETWORKS AND THE
INTERNET OF THINGS

The Internet of things (IoT), which is probably more
correctly be termed the Internet for Things (IfT) as
suggested by Kevin Ashton, the originator of the term
IoT (Peter Day’s World of Business, 2016 (BBC,
2016)), is seen as one of the technologies that would
drive our daily activities and hence very important.
To quote the Wikipedia,“IoT is the internet working
of physical devices, vehicle, building and other items
embedded with electronics, software, sensors, actu-
ators, and networking connectivity that enable these
objects to collect and exchange data”. It is immedi-
ately clear that one of the technologies that would en-

able the IoT is wireless sensor networks, among many
other technologies. A wireless sensor network (WSN)
is a self-organizing network that consists of a number
of sensor nodes deployed in a certain area. The sen-
sor nodes basically sense and acquire data from the
environment, process data for storage, as well as a
communicate (transmit) the data to a sink node. It
is the communicated data that the IoT system uses
to actuate activities in response thereby generating
device-to-device activities. With the new 5G tech-
nology in discussion it is believed that the IoT will
drive most of actions and activities from smart cities
to smart grid, to smart health, environmental monitor-
ing, infrastructure management, manufacturing, en-
ergy management, city management, home and build-
ing automation, transportation, etc. So first we con-
sider the role of OR in sensor networks modelling and
analysis.

3.1 Wireless Sensor Networks

There are a number of different applications of sen-
sor networks in areas such as environmental moni-
toring, industrial control, disaster recovery, and bat-
tlefield surveillance. The major constraint in large
scale deployment of WSNs is the limited capacity of
processing, storage and energy of the wireless sensor
nodes. It is important that the buffer capacity is suf-
ficient to avoid data loss, that the processing capacity
is high enough to obtain very good latency, especially
for time sensitive data for the Internet of Things, and
most important is that processing is limited to times
when the system can be utilised efficiently, i.e. en-
ergy is conserved through the sleep/awake manage-
ment of the sensors. In order to effectively carry out
the design of many aspects of sensor networks, a very
good queueing analysis is important. Queueing the-
ory plays a major role than has been emphasized in
the literature.

WSN is a collection of several nodes of sensors
of all types connected via wireless channels of differ-
ent capacities with varying channel conditions. The
sensor nodes are usually of different capacities and
different functionalities. Some of them collect, pro-
cess and transmit data, and others only carry out a
few of the functions. Let us denote by N a set of sen-
sor nodes where N =

∣∣N
∣∣ and N = {N1,N2, · · ·NN}.

Let A be the set of channels connecting pairs of sen-
sor nodes. For example, let Ai, j be a connection be-
tween sensor nodes Ni and N j, then A is the set of
all those channels. Let Ci, j be the capacity associ-
ated with channel Ai, j , and Ki as the buffer capacity
and Pi as the processing capacity associated with sen-
sor node i. We can therefore say that a WSN can be
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described by a network G =
{

N ,A
}

with attributes{
(Ki,Pi),(Ci, j), i ∈N ,(i, j) ∈ A

}
. See Fig. 5 as an

example.
1) Queueing Aspects of WSN: The first thing one

notices about WSN is that it is like a network of
queues with each sensor node representing a queue-
ing node. Since data arrival is usually not necessarily
Poisson type, and more often kind of correlated, sim-
ple single node queues or even simple queueing net-
work models such as the Jackson networks are not ap-
propriate for modelling the WSN. In addition, given
that we need to include sleep/awake mode schedul-
ing the model then becomes more complicated. This
calls for more sophisticated and more representative
queueing models, the types that queueing theoreti-
cians do not seem to have focused on yet. Consider-
ing queueing models that assume non-renewal types
of arrivals with bursty instances is more appropriate.
However then including such processes in a queueing
network, which is beyond the Jackson’s model, is a
challenge which queueing theorists need to tackle.

2) Power Management of WSN: Due to the fact
that most sensor nodes are battery operated, i.e. have
limited available power source, it is important to ef-
ficiently manage them effectively for a long lasting
network life. Usually a sleep/awake mode is im-
plemented to achieve this goal; a very good vaca-
tion queueing model in which the scheduling of the
sleep/awake mode is well controlled. This involves
a combined queueing model with optimization tech-
niques. Queueing theory can prove to be an effective
tool to analyze and design efficient power allocation
schemes to increase the power efficiency of WSNs
(see (Kabiri et al., 2014)). Sleep/awake models are
based on special kinds of vacation models. When
the sensor goes to the sleep mode, that means it is
switched off and cannot process data. This is es-
sentially a vacation model. Data arrivals accumulate
at the buffer. The node wakes up depending on the
time which is based on a policy of how many pack-

ets are waiting (N), how long they have been wait-
ing (T) and the total amount of Kilo-bytes of data
(D). These models are classified as N-policy, T-policy
or D-policy models. Recently there have been com-
bined versions of these models, such as the NT-policy,
and there are research activities going on regarding
developing ND, and NDT-policies. Sleep/wake-up
schemes essentially makes use of duty cycle schemes
which are used to wake a node up from an idle state
to the busy state by turning on the radio server. This
plays an important role in the level of power sav-
ings in the context of MAC protocols. The authors in
(Kabiri et al., 2014) derived an analytical model utilis-
ing a M/G/1 queue to model the sensor node; and by
altering the queue parameters, different sleep/wake-
up strategies were analysed. Some IEEE 802.11 MAC
protocols like the sensor MAC, sparse topology and
energy management, or the Berkeley MAC utilize a
queued wake-up where a threshold value is used to
control the average time of switching on a node and
the latency for buffered data packets. Determining the
optimal value of the packet queue length of a node af-
ter which the node is switched on for transmission, is
referred to as the N-policy. For more information see
(Jiang et al., 2012).

Let di be the sum of the delays to data processing
at node Ni and transmission from that node, and if
data is generated at node Ni at the rate of λi, then we
have

di = d (λi,Pi,Ki,Ti) , ∀i, (9)
and ωi th power consumption at that node, given as

ωi = ω(λi,Pi,Ki,Ti) , ∀i. (10)

Given the appropriate parameters of the system we
can obtain the performance measures, whether we use
single node queueing models or queueing network
models.

3) Routing Aspects of WSN: Each sensor node
needs to send its data (processed or unprocessed) to
a sink node where decisions are taken for the whole
system, especially for the IoT to be implementable.
Apart from the usual link costs associated with net-
works in computing optimal routing paths for WSN
we also need to know the energy level at each node.
This aspect has to be incorporated in the routing algo-
rithm keeping in mind that there is a need to preserve
energy at nodes with low level of it. Hence routing
here considers costs of links and nodes. One other
tool that has been incorporated in routing for WSN
is selection of cluster head node which is responsible
for aggregating data from a group of nodes and then
transmitting to the sink node (see Fig.6). This routing
aspect for WSN is unique and has not received enough
attention from the OR researchers. As the 5G technol-
ogy is rolled out and the IoT developed to work using
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that technology we want to maximize the technology
to ensure high effectiveness and efficiency. This calls
for the use of very effective and well researched OR
tools.

4) Reliability of WSN: The reliability of the WSN
is key to its effectiveness. It is important that if a sen-
sor node is not in operation due to low power or faulty
equipment, that data for the area can still be transmit-
ted. So we need very good reliability model that as-
sesses the impact of dead nodes as shown in Fig. 7.

SUGGESTED IDEA FOR COLLABORATION:
It is important that appropriate queueing models
are developed for WSN in order to obtain more
accurate estimate of delays at the nodes for the
purpose of providing efficient performance. Over-
simplified and inappropriate queueing models
lead to gross overestimation or underestimation
of performance measures leading to poor power
management and inefficient routing. It is very
common for telecommunication researchers to

assume Poisson arrivals, when often the arrival
process is far from that; and also ignoring corre-
lations in the arrival process is very common in all
the examples discussed in the last few sections. On
the other hand, OR analysts tend to be very rig-
orous by developing general models that are more
appropriate sometimes for unrealistic problems.
Combining the rigour of OR analysts with the re-
alistic view of the problems by telecommunication
researchers would lead to a very appropriate and
effective models. A good collaboration between
the two professions where more realistic models
are developed jointly and the effect of ignoring
some aspects of the systems are well understood
and accounted for would be the direction to go.

3.2 Sensor Node Placements

The placement of sensor nodes in a WSN is another
major factor in the reliability of WSN and its lifetime.
First in order for the WSN to be able to cover all areas
of interest the selection of the node placements have
to be selected strategically. For example, in (Cardei et
al., 2005) the optimization problem is to maximize the
number of set covers by selecting the optimal sensing
range for each sensor in each set cover while ensuring
each target is monitored by at least one sensor. This
problem is referred to as the Adjustable Range Set
Cover (AR-SC) problem and is initially formulated as
the following integer linear program: Consider N sen-
sor nodes s1, . . . ,sN and M targets t1, t2, . . . , tM . Let the
sensor have P sensing ranges r1,r2, . . . ,rP with corre-
sponding energy consumption e1,e2, . . . ,eP . If E is
the initial sensor energy, and aip j, a binary coefficient
which is 1 if sensor si with radius rp covers the target
t j . Further let K be an upper bound for the number
of set covers. Then we have the following decision
variables:

Decision Variables:

ck, boolean variable for k = 1 . . .K, 1 if this subset is
a set cover
xikp, boolean variable for i = 1 . . .N, k = 1 . . .K, p =
1 . . .P, 1 if sensor i with range rp is in cover k

The problem can now be set up as an integer linear
program (ILP) as

ILP:

maximize
K

∑
i=k

ck, (11)

s.t.
K

∑
k=1

(
P

∑
p=1

xikpep

)
≤ E ∀i = 1 . . .N, (12)
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P

∑
p=1

xikp ≤ ck ∀i = 1 . . .N, k = 1 . . .K, (13)

N

∑
i=1

(
P

∑
p=1

xikp ∗aip j

)
≥ ck ∀k = 1 . . .K, j = 1 . . .M,

(14)
xikp, ck ∈ {0,1} . (15)

In (Cardei et al., 2005) the integer constraint is re-
laxed to create a linear programming problem which
is then used for the proposed LP based heuristic.
The LP based heuristic uses the values for each vari-
able obtained from solving the LP. The variables with
nonzero values from each cover set are added to the
new set in non-increasing order until all of the targets
are covered. This was improved further by the au-
thors in (Beynon and Alfa, 2015). If a sensor does not
have sufficient energy for the suggested power level
or does not cover any new targets it is not added to
the set. If no more nonzero variables are left for the
current cover and one or more targets remain uncov-
ered then the set is not a cover set. After the maximum
number of cover sets have been attempted to be made
the solution is the set of all valid cover sets.

SUGGESTED IDEA FOR COLLABORATION:
One may argue that this type of problem has been
well studied for years in OR as a class of problem
in the family of maximum covering location
problem. Yet telecommunication researchers still
have unanswered questions about coming up with
very good solutions for the maximum network
lifetime in wireless sensor networks. Perhaps this
is due to some subtleties in the later problem that
are probably ignored in the classical OR versions
of the problem. In our opinion this calls for more
close collaborations between the two groups of
researchers to understand the problem better and
its associated issues.

3.3 IoT

The IoT is essentially driven by the automatic or
“semi-automatic” control system. Data is sent from
some form of sensors, e.g. WSN, and based on the
data an action is taken as seen appropriate. For exam-
ple, a sensor network that is monitoring the temper-
ature at a building keeps gathering data and at each
point may notice that the temperature is too high and
thereby automatically control the system and lowers
the temperature. This is one of the most elemen-
tary ones. Another simple example could be a case
where as soon as a shopper in a grocery store is no-
ticed by a sensor network in the store a message is

sent to the shopper’s home refrigerator sensors which
then sends a message to the shopper’s mobile phone
to let him/her know they need more milk at home.
The communication here is what is called device-to-
device. However more important here is the need for
a process that determines that the milk has reached
low level or expired date etc and request the shopper
to purchase some. This is close to an inventory model
that is automated. The key difference is that there is
a time factor involved. The shopper has to be able to
get the message, from its mobile phone, when they
are still in the store otherwise it is not very helpful.
Hence latency is also a factor.

SUGGESTED IDEA FOR COLLABORATION:
This class of problem is more in the control
domain and requires a good collaboration be-
tween both OR analysts and telecommunication
researchers. It is still an evolving problem which
can benefit early from the collaborations.

In the next section we give a brief example of an-
other type of OR challenges for the future communi-
cation systems.

4 CONNECTING OPTIMIZATION
OF CRN AND QUEUEING OF
WSN

Currently WSN is operated on what is called the un-
licensed channels. These channels are getting con-
gested and it is being proposed that the licensed chan-
nels, which belong to PUs be used for transmitting
data in WSN. The sensor nodes are like queueing
nodes. Data is stored in the buffer and then transmit-
ted when possible. The transmission will be carried
out on licensed channels.

So here is the situation. Considering the PU chan-
nels, the SU, in this case the sensor node(s) will be
assigned a capacity cs

k on channel k from the opti-
mization model for CRN in Section III. However, be-
cause the assigned capacity and the number of allo-
cated channels are used by the SU to transmit the date
the latency depends on this which should actually be
incorporated as part of the optimization scheme in the
CRN problem. How to capture this feedback is a ma-
jor challenge. Here we present a possible example
method for dealing with it.

Let M be the number of sensor nodes in the WSN,
by trying to combine the two aspects then our Eq(1)
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in Section III will be

max z =
M

∑
s=1

[
ωs

K

∑
k=1

cs
kxs

k− f (ds)−g(ωs)

]
, (16)

where f (ds) is the cost of delay at sensor node s and
g(ωs) is the cost of power consumption at node s.

We will also have Eq(9) and Eq(10) as additional
constraints for the optimization problem, in addition
to stability sets of equations.

SUGGESTED IDEA FOR COLLABORATION:
This will be a new and a bit more complex class of
problems. If we decide to include the placement
problem with this then the whole model becomes
very challenging. The question of how to manage
the problem should be of interest to OR analysts
who traditionally have the expertise to handle
them.

We suggest more close collaborations between OR
analysts and Communication network researchers.

5 CONCLUSIONS & THE
POSITION

We start by discussing the first example of cognitive
radio networks. Given the information about channel
capacity, which is usually stochastic, for SUs there are
several research results for allocating that resource to
the SUs using optimization tools. However, the allo-
cations provide the service capacity to the users and
hence a very good queueing model is needed to ob-
tain the performance analysis, which itself will now
feed back into the optimization tools. Hence what we
need is a combined queueing and optimization model
in order to efficiently model these systems.

Next we consider the wireless sensor networks,
we see that the optimal placement of the sensor nodes
determine network life, its reliability and routing
which affects latency. The placements, routing and
sleep/awake mode determines the queueing delays at
the nodes which need to be included in the optimiza-
tion component of the placements, etc. Hence for the
WSN, combined optimization and queueing models
are essential in order to have a well design WSN.

Finally, keeping in mind that an effective opera-
tion of IoT depends on accurately gathering informa-
tion and passing it to the right destination within a
very short time it is imperative that a combination of
optimization and queueing models are needed for the
planning.

In summary OR analysts and communication
modelling researchers need to try and work very
closely together in order to come up with efficient
tools for analyzing modern day communication sys-
tems. That is the position that we are taking in this
paper.
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Abstract: In this paper, we propose an adapted version of the progressive hedging algorithm (PHA) (Rockafellar and
Wets, 1991; Lokketangen and Woodruff, 1996; Watson and Woodruff, 2011) for the two-stage stochastic
traveling salesman problem (STSP) introduced in (Adasme et al., 2016). Thus, we compute feasible solutions
for small, medium and large size instances of the problem. Additionally, we compare the PHA method with the
sample average approximation (SAA) method for all the randomly generated instances and compute statistical
lower and upper bounds. For this purpose, we use the compact polynomial formulation extended from (Miller
et al., 1960) in (Adasme et al., 2016) as it is the one that allows us to solve large size instances of the problem in
short CPU time with CPLEX. Our preliminary numerical results show that the results obtained with the PHA
algorithm are tight when compared to the optimal solutions of small and medium size instances. Moreover, we
obtain significantly better feasible solutions than CPLEX for large size instances with up to 100 nodes and 10
scenarios in significantly low CPU time. Finally, the bounds obtained with SAA method provide an average
reference interval for the stochastic problem.

1 INTRODUCTION

Most mathematical programming models in the oper-
ations research domain are subject to uncertainties in
problem parameters. There are two well known ap-
proaches to deal with the uncertainties, the first one
is known as robust optimization (RO) while the sec-
ond one is known as stochastic programming (SP)
approach (Bertsimas et al., 2011; Gaivoronski et al.,
2011; Shapiro et al., 2009). In this paper, we are
devoted to the latter approach. More precisely, we
deal with the two-stage stochastic traveling sales-
man problem (STSP) introduced in (Adasme et al.,
2016). We propose an adapted version of the pro-
gressive hedging algorithm (PHA) (Rockafellar and
Wets, 1991; Lokketangen and Woodruff, 1996; Wat-
son and Woodruff, 2011) and compute feasible so-
lutions for small, medium and large size instances
of the STSP. Additionally, we compare numerically
the PHA method with the sample average approxima-
tion (SAA) method (Ahmed and Shapiro, 2002) for
randomly generated instances and compute statistical
lower and upper bounds for the problem. For this pur-

pose, we use the compact polynomial formulation ex-
tended from (Miller et al., 1960) in (Adasme et al.,
2016) as it is the one that allows us to solve large size
instances of the problem within a limited CPU time
with CPLEX.

Two-stage SP problems similar as the one we con-
sider in this paper are, for instance the knapsack prob-
lem (Gaivoronski et al., 2011), the maximum weight
matching problem (Escoffier et al., 2010), maximal
and minimal spanning tree problems (Flaxman et al.,
2006; Escoffier et al., 2010), the stochastic maximum
weight forest problem (Adasme et al., 2013; Adasme
et al., 2015)), to name a few. For the sake of clarity,
the description of the STSP is as follows. We con-
sider the graph G = (V,ED∪ES) to be a non directed
complete graph with a set of nodes V and a set of
weighted edges ED∪ES where ED∩ES = /0. The sets
ED and ES contain deterministic and uncertain edge
weights, respectively. We assume that the edges in
the uncertainty set ES can be represented by a set of
K = {1,2, · · · , |K|} scenarios. The STSP consists of
finding |K|Hamiltonian cycles of G, one for each sce-
nario s ∈ K, using the same deterministic edges and
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possibly different uncertain edges in each cycle, while
minimizing the sum of the deterministic edge weights
plus the expected edge weights over all scenarios.

Notice that for |K| = 1, the problem reduces to
the classical traveling salesman problem. Our pre-
liminary numerical results show that the results ob-
tained with the proposed PHA algorithm are tight
when compared to the optimal solutions of small and
medium size instances. Additionally, we obtain sig-
nificantly better feasible solutions than CPLEX for
large size instances with up to 100 nodes and 10 sce-
narios in significantly low CPU time. Finally, the
bounds obtained with SAA method provide an aver-
age reference interval for the stochastic problem.

Stochastic variants for the traveling salesman
problem have been proposed in (Maggioni et al.,
2014; Bertazzi and Maggioni, 2014) for instance. The
two-stage stochastic problem as presented in this pa-
per can be seen as a particular case of the stochastic
capacitated traveling salesmen location problem with
recourse (Bertazzi and Maggioni, 2014). As far as we
know, PHA and SAA approximation methods for this
new variant of the stochastic traveling salesman prob-
lem have not been studied so far in the literature.

The remaining of the paper is organized as fol-
lows. In Section 2, we present the polynomial two-
stage stochastic formulation of the problem. Then, in
Section 3, we present PHA and SAA methods. Sub-
sequently, in Section 4 we conduct preliminary nu-
merical results in order to compare all the algorithmic
procedures with the optimal solution or best solution
found with CPLEX. Finally, in Section 5 we give the
main conclusions of the paper.

2 TWO-STAGE STOCHASTIC
FORMULATION

In this section, for the sake of clarity we restate
the two-stage stochastic formulation adapted from
(Miller et al., 1960) in (Adasme et al., 2016) for the
traveling salesman problem. For this purpose, let AD
and AS represent the sets of arcs obtained from ED and
ES, respectively where an edge (i, j) is replaced by
two arcs (i, j),( j, i) of same cost in each correspond-
ing set. This formulation can be written as (Adasme
et al., 2016)

(ST SP1) :

min
{x,y,u}

{
∑

(i, j)∈AD

ci jxi j +
|K|
∑
s=1

ps ∑
(i, j)∈AS

δs
i jy

s
i j

}
(1)

subject to:

∑
j:(i, j)∈AD

xi j + ∑
j:(i, j)∈AS

ys
i j = 1,∀i ∈V,s ∈ K (2)

∑
i:(i, j)∈AD

xi j + ∑
i:(i, j)∈AS

ys
i j = 1,∀ j ∈V,s ∈ K (3)

us
1 = 1,∀s ∈ K (4)

2≤ us
i ≤ |V |,∀i ∈ |V |,(i 6= 1),∀s ∈ K (5)

us
i −us

j +1≤
(|V |−1)(1− xi j:(i, j)∈AD − ys

i j:(i, j)∈AS
),

∀i, j ∈V,(i, j 6= 1),s ∈ K (6)
xi j ∈ {0,1},∀(i, j) ∈ AD, (7)
ys

i j ∈ {0,1},∀(i, j) ∈ AS, s ∈ K (8)
us

i ∈ R+,∀i ∈V,s ∈ K (9)

In (ST SP1), the parameter ps,∀s ∈ K in the objective
function (1), represents the probability for scenario
s ∈ K where ∑s∈K ps = 1. Thus, in (1) we minimize
the sum of the deterministic edge weights plus the
expected cost of the uncertain edge weights obtained
over all scenarios. Constraints (2)-(3) force the sales-
man to arrive at and depart from each node exactly
once for each scenario s∈K. Next, the constraints (6)
ensure that, if the salesman travels from i to j, then the
nodes i and j are sequentially ordered for each s ∈ K.
These constraints together with (4) and (5) ensure that
each node is in a unique position. Finally, (7)-(9) are
the domain of the decision variables.

In particular, if the variable xi j = 1, it means that
the deterministic arc (i, j) ∈ AD is selected in each
Hamiltonian cycle, ∀s ∈ K, otherwise xi j = 0. Sim-
ilarly, if the variable ys

i j = 1, the arc (i, j) ∈ AS is se-
lected in the Hamiltonian cycle associated with sce-
nario s ∈ K, and ys

i j = 0 otherwise.

3 PROGRESSIVE HEDGING AND
SAMPLE AVERAGE
APPROXIMATION

In this section, we propose an adapted version of
the progressive hedging algorithm (Rockafellar and
Wets, 1991; Lokketangen and Woodruff, 1996; Wat-
son and Woodruff, 2011) in order to compute feasi-
ble solutions for (ST SP1). Additionally, we present
the sample average approximation method that we
use to compute statistical lower and upper bounds for
the more general case where the two-stage stochastic
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objective function is treated as a generic expectation
function.

3.1 Progressive Hedging Algorithm

In order to present a PHA procedure, we write for
each scenario s ∈ K, the following subproblem ob-
tained from (ST SP1)

(ST SPs
1) :

min
{x,y,u}

{
∑

(i, j)∈AD

ci jxi j + ∑
(i, j)∈AS

δs
i jyi j

}

subject to:

∑
j:(i, j)∈AD

xi j + ∑
j:(i, j)∈AS

yi j = 1,

∀i ∈V (10)

∑
i:(i, j)∈AD

xi j + ∑
i:(i, j)∈AS

yi j = 1,

∀ j ∈V (11)
u1 = 1 (12)
2≤ ui ≤ |V |,∀i ∈ |V |,(i 6= 1) (13)
ui−u j +1≤
(|V |−1)(1− xi j:(i, j)∈AD − yi j:(i, j)∈AS),

∀i, j ∈V,(i, j 6= 1) (14)
xi j ∈ {0,1},∀(i, j) ∈ AD, (15)
yi j ∈ {0,1},∀(i, j) ∈ AS (16)
ui ∈ R+,∀i ∈V (17)

Notice that the index “s” is removed from the sec-
ond stage variables in (ST SPs

1). Thus, (ST SPs
1) has

significantly less number of variables than (ST SP1).
More precisely, the total number of first and second
stage variables is of the order of O(|AD|+ |AS|) whilst
the total number of variables in (ST SP1) is of the
order of O(|AD|+ |AS||K|). Obviously, solving for
each scenario s ∈ K the subproblem (ST SPs

1) is sig-
nificantly less complex than solving (ST SP1) directly
with CPLEX. In this sense, PHA uses a by-scenario
decomposition approximation scheme in order to find
feasible solutions for the complete problem (Watson
and Woodruff, 2011).

The PHA algorithm we adapt for (ST SP1) is de-
picted in Algorithm 3.1 and it can be explained as fol-
lows. First, in step 0 we solve for each s ∈ K, the
subproblem (ST SPs

1) with CPLEX and save the first
stage solution in xt

s for the iteration t = 0. Next, we
compute the average of the obtained first stage solu-
tion sets and save this value in x̄t . Finally, for each
s ∈ K we compute the values wt

s where the param-
eter ρ > 0 represents a penalty factor (Watson and
Woodruff, 2011). Subsequently, in step 1 we enter
into a while loop with the stopping condition of

Algorithm 3.1: PHA procedure to compute feasible
solutions for ST SP1.

Data: A problem instance of (ST SP1).
Result: A feasible solution (x,y) for (ST SP1) with

objective function value z.
Step 0:
t = 0 ;
foreach s ∈ K do

xt
s := argmin{x,y}

{
(ST SPs

1)
}

x̄t := ∑s∈K psxt
s ;

foreach s ∈ K do
wt

s := ρ(xt
s− x̄t)

t = t +1;
Step 1:
while (t < tmax and xt

s 6= xt
j,∀s, j ∈ K( j 6= s)) do

foreach s ∈ K do
xt

s :=

argmin{x,y}
{

∑(i, j)∈AD

[
(ci j +wt−1

s,i j )xi j +

ρ
2 |xi j− x̄t−1

i j |
]
+∑(i, j)∈AS

δs
i jyi j

}
;

s.t. (10)-(17)
x̄t := ∑s∈K psxt

s ;
foreach s ∈ K do

wt
s := wt−1

s +ρ(xt
s− x̄t)

t = t +1;
Step 2:
if (t = tmax) then

foreach i ∈ K do
foreach s ∈ K do

ys := argmin{y}
{
(ST SPs

1(x
t
i))
}

Compute a feasible solution of (ST SP1)
with xt

i and ys,∀s ∈ K

Save the best solution found as (xt ,yt ,zt);

else
foreach s ∈ K do

ys := argmin{y}
{
(ST SPs

1(x
t
s))
}

Compute a feasible solution of (ST SP1) with xt
s

and ys,∀s ∈ K;
Save the feasible solution as (xt ,yt ,zt)

return (xt ,yt ,zt);

a maximum number of iteration tmax while simulta-
neously checking whether the first stage solution set
has converged to a unique solution set. The steps in-
side the while loop are exactly the same as those in
step 0, with the difference that now we solve for each
s ∈ K, the subproblem (ST SPs

1) with the objective

function
{

∑(i, j)∈AD

[
(ci j +wt−1

s,i j )xi j +
ρ
2 |xi j− x̄t−1

i j |
]

+∑(i, j)∈AS
δs

i jyi j

}
where the parameters wt−1

s and ρ
penalize the difference in the first stage solution sets
within each iteration. Notice that this objective func-
tion uses absolute terms instead of Euclidean terms
as it is performed in (Watson and Woodruff, 2011).
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This allows us to formulate the equivalent mixed inte-
ger linear program straightforwardly. Finally, in step
2 we check whether the condition of t = tmax is satis-
fied, if so it means we have not found convergence
for the first stage variables. In this case, we com-
pute a feasible solution for each set of first stage vari-
ables and save the best solution. If t < tmax, it means
we have found a unique set of first stage variables
x = xs,∀s ∈ K. In this case, we simply obtain a fea-
sible solution for (ST SP1) using this set of variables
and save it as best solution found with the algorithm.

3.2 Sample Average Approximation
Method

In this subsection, we briefly sketch the SAA method
used to compute statistical lower and upper bounds
for (ST SP1). It is well known that this method con-
verges to an optimal solution of a continuous two-
stage stochastic linear optimization problem provided
that the sample size is sufficiently large (Ahmed and
Shapiro, 2002). For this purpose, we generate several
random samples for the second stage objective func-
tion costs.

We compare the SAA method with the numerical
results obtained with Algorithm 3.1. We remark that
the SAA method allows to obtain only an average ref-
erence interval for the stochastic problem. In other
words, with SAA method we do not solve exactly the
same instances as in the PHA algorithm, since we in-
tend to approximate the expectation function of the
second stage objective function rather than solving for
a particular set of scenarios. The SAA method is de-
picted in Algorithm 3.2.

In step zero of SAA method, we generate
randomly |M| independent samples m ∈ M =
{1, . . . , |M|} with scenario sets Nm where |Nm| = N.
Subsequently, we generate randomly a reference sam-
ple set N′ with sufficiently large number of scenarios
where |N′| >> N. Then, in step 1, we solve the re-
ferred two-stage stochastic optimization problem for
each sample m ∈ M where the set K is substituted
by Nm. Next in step 2, we compute the average of
the optimal objective function values obtained in step
1. The average is saved as a statistical lower bound
for (ST SP1) (Ahmed and Shapiro, 2002). Similarly,
we solve the referred optimization problem using the
fixed first stage solution xm obtained in step 1 for each
m ∈ M , where the set K is substituted by N′. The
latter allows to select the solution xm with the mini-
mum optimal objective function value as the solution
of SAA method. Finally, we generate randomly a first
stage solution set x = xξ for one sample scenario on
the second stage variables and compute the optimal

Algorithm 3.2: SAA procedure for (ST SP1) with ex-
pectation second stage objective function.

Data: A problem instance of (ST SP1) with
expectation.

Result: Statistical lower and upper bounds for
(ST SP1) with expectation.

Step 0:
Generate randomly |M| independent samples
m ∈M = {1, . . . , |M|} with scenario sets Nm where
|Nm|= N ;
Select a reference sample N ′ to be sufficiently large
where |N ′|>> N;
Step 1:
foreach m ∈M do

Solve the two-stage stochastic problem

min
{x,y,u}

{
∑

(i, j)∈AD

ci jxi j+

|Nm|−1
|Nm|

∑
s=1

∑
(i, j)∈AS

δs
i jy

s
i j

}

subject to:(2)− (9)

where the set K is replaced by Nm. Save the
sample optimal objective function value vm and
the sample optimal solution xm

Step 2:

Compute the average v̄|M| = |M|−1 ∑|M|m=1 vm with the
values obtained in the previous step. Save the average
as a statistical lower bound for (ST SP1);
foreach m ∈M do

Solve the following problem using the first stage
solution xm obtained in step 1

min
{xm,y,u}

{
∑

(i, j)∈AD

ci jxm(i j)+

|N ′|−1
|N ′|

∑
s=1

∑
(i, j)∈AS

δs
i jy

s
i j

}

subject to:(2)− (9) for fixed x = xm

where the set K is replaced by N ′ ;
Select the solution xm with the minimum optimal
objective function value as the solution of SAA
method.

Generate randomly a first stage solution set x = xξ
with one sample scenario and compute

min
{xξ,y,u}

{
∑

(i, j)∈AD

ci jxξ(i j)+

|N ′|−1
|N ′|

∑
s=1

∑
(i, j)∈AS

δs
i jy

s
i j

}

subject to:(2)− (9) for fixed x = xξ

where the set K is substituted by N ′ ;
Save the optimal objective function value as a
statistical upper bound for (ST SP1);
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objective function value of the referred optimization
problem as a statistical upper bound for (ST SP1). It is
important to note that we compute the SAA solution
as well as the lower and upper bounds for (ST SP1) as-
suming that (ST SP1) has an expectation second stage
objective function.

4 PRELIMINARY NUMERICAL
RESULTS

In this section, we present preliminary numerical re-
sults. A Matlab (R2012a) program is developed using
CPLEX 12.6 to solve (ST SP1) and its LP relaxation.
The PHA and SAA methods are also implemented in
Matlab. The numerical experiments have been carried
out on an Intel(R) 64 bits core (TM) with 3.4 Ghz and
8 G of RAM. CPLEX solver is used with default op-
tions.

We generate the input data as follows. The edges
in ED and ES are chosen randomly with 50% of prob-
ability. The values of ps,∀s ∈ K are generated ran-
domly from the interval [0,1] such that ∑s∈K ps = 1.
Costs are randomly drawn from the interval [0,50] for
both the deterministic and uncertain edges. In par-
ticular, the cost matrices c = (ci j),∀(i j) ∈ AD and
δs = (δs

i j),∀(i j) ∈ AS,s ∈ K are generated as input
symmetric matrices.

In Algorithm 3.1, we set the parameter tmax =
{7,12} and save the best run, i.e., the run which al-
lows us to find the best feasible solution. The pa-
rameter ρ is calibrated on a fixed value of ρ = 10.
In Algorithm 3.2, we generate randomly |M| = 10
independent samples, each with |Nm| = 5 scenarios
for the instances 1-10, whilst for the instances 11-
12, we generate |M| = 10 independent samples each
with |Nm|= 2 scenarios since the CPU times become
highly and rapidly prohibitive in this case. Finally,
we generate a reference scenario set with |N′| = 50
scenarios.

In Tables 1 and 2, the instances are the same for
the first stage costs. In Table 1, the legend is as fol-
lows. In column 1, we show the instance number. In
columns 2-3, we show the instance dimensions. In
columns 4-5 we present the number of deterministic
and uncertain edges for each instance, respectively.
In columns 6-10, we present the optimal solution of
(ST SP1) or the best solution found with CPLEX in
two hours of CPU time, CPLEX number of branch
and bound nodes, CPU time in seconds, the optimal
solution of the linear relaxation of (ST SP1) and its
CPU time in seconds, respectively. In columns 11-
13, we present the best solution found with Algorithm
3.1, its CPU time in seconds and the number of itera-

tions required to find the feasible solution. Finally, in
columns 14-15, we present the gaps that we compute
by
[

Opt−LP
Opt

]
∗100 and

[
B.S.−Opt

Opt

]
∗100, respectively.

In Table 1, we solve small, medium and large size
instances ranging from |V |= 10, |K|= 5 to |V |= 100
nodes and |K| = 10 scenarios. From Table 1, first
we observe that the number of deterministic and un-
certain edges are balanced. Next, we observe that
(ST SP1) allows to solve to optimality only the in-
stances 1-11 with up to |V | = 30 nodes and |K| = 5
scenarios. For the remaining instances, we cannot
solve to optimality the problem. However, we obtain
feasible solutions for most of them, with the exception
of instance # 15. For this instance, we cannot find a
feasible solution with CPLEX in two hours of CPU
time. For the instance # 11, the problem is solved in
3910.61 seconds whilst the instances 1-10 are solved
to optimality in less than 300 seconds. The linear re-
laxation for the instances 1-10 is solved in less than
1 second, while the LP instances 11-20 can be solved
to optimality with CPU times ranging from 1 to 42
seconds. Next, we observe that the gaps for the LP
instances go from 10.55 to 54.14. This clearly shows
that the LP relaxation is not tight and explain the in-
crease in the number of branch and bound nodes. On
the opposite, we observe that the gaps for Algorithm
3.1 are very tight ranging from -66.89% to 11.21%.
Negative gaps mean that the feasible solutions ob-
tained with Algorithm 3.1 are significantly better than
those obtained with CPLEX in two hours of CPU
time. Notice that the CPU times required by Algo-
rithm 3.1 are considerably lower than two hours. This
shows the effectiveness of Algorithm 3.1. In particu-
lar, when finding feasible solutions for large size in-
stances of the problem. Notice that most of the gap
values obtained by Algorithm 3.1 for the instances
which are solved to optimality (e.g., instances 1-10)
are lower than 9% with the exception of instance # 11.
In this case, the gap is 11.21%. Finally, we observe
that the number of iterations required by Algorithm
3.1 is either six or eleven.

In Table 2, the legend is as follows. Columns
1-5 show exactly the same information as in Ta-
ble 1. In columns 6-9, we present statistical lower
bounds, the SAA solution, statistical upper bounds
and CPU time in seconds found by Algorithm 3.2.
Finally, in Columns 10-12 we present gaps that we
compute by

∣∣∣ Stat.Lb−Opt
Opt

∣∣∣∗100,
∣∣∣ SAALb−Opt

Opt

∣∣∣∗100 and∣∣∣ Stat.Ub−Opt
Opt

∣∣∣ ∗ 100, respectively where Opt corre-
sponds to the optimal solution or best solution found
in Table 1.

In Table 2, we only solve small and medium size
instances ranging from |V | = 10, |K| = 5 to |V | = 40
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Table 1: Numerical results for (ST SP1) using 50% of deterministic edges.

# Inst. Dim. # of edges (ST SP1) PHA Algorithm Gaps
|V | |K| |ED| |ES| Opt B&Bn Time (s) LP Time (s) B.S. Time (s) #Iter Gap1 Gap2

1 10 5 23 22 125.22 115 0.50 112.02 0.32 126.09 22.53 6 10.55 0.69
2 12 5 42 24 101.95 0 0.43 90.95 0.35 103.28 22.05 6 10.78 1.31
3 14 5 41 50 111.90 1655 3.61 81.18 0.35 112.27 23.60 6 27.46 0.33
4 17 5 61 75 131.46 2009 5.61 111.10 0.33 141.41 23.78 6 15.49 7.57
5 20 5 88 102 148.38 15776 108.27 126.52 0.39 150.61 25.57 6 14.73 1.51
6 10 10 30 15 107.78 7 0.64 84.90 0.34 107.78 63.23 6 21.23 0
7 12 10 26 40 147.72 619 1.78 131.11 0.34 149.05 65.17 6 11.25 0.89
8 14 10 43 48 139.45 275 2.07 122.12 0.39 146.99 86.86 11 12.42 5.41
9 17 10 62 74 133.52 37730 238.27 113.30 0.35 138.81 92.22 11 15.14 3.96

10 20 10 93 97 153.02 21294 229.79 133.57 0.46 166.67 73.30 6 12.71 8.92
11 30 5 199 236 115.63 222400 3910.61 82.80 1.37 128.60 45.02 11 28.40 11.21
12 40 5 401 379 147.27 272361 7200 109.89 1.59 147.10 68.49 11 25.38 -0.12
13 60 5 889 881 194.47 60032 7200 114.96 1.82 174.30 164.17 11 40.88 -10.37
14 80 5 1552 1608 243.86 20885 7200 130.76 3.80 186.13 358.81 6 46.38 -23.67
15 100 5 2516 2434 - 6540 7200 122.02 4.31 177.16 739.57 6 - -
16 30 10 221 214 148.56 220674 7200 108.33 2.90 155.46 86.57 6 27.08 4.64
17 40 10 368 412 171.46 83242 7200 117.81 1.91 167.69 118.83 6 31.29 -2.20
18 60 10 844 926 244.26 15384 7200 123.38 4.83 169.16 233.10 6 49.49 -30.74
19 80 10 1549 1611 564.93 7703 7200 135.26 15.86 187.07 673.42 6 76.06 -66.89
20 100 10 2545 2405 275.51 1922 7200 126.35 41.51 186.08 3832.77 6 54.14 -32.46
−: No solution found with CPLEX in 2 hours.

nodes and |K| = 5 scenarios. We do not solve larger
size instances of the problem as in Table 1, since the
CPU times become rapidly prohibitive in this case.

From Table 2, we mainly observe that the SAA
solution values obtained with Algorithm 3.2 are be-
tween the statistical lower and upper bounds for all
the instances. We compute an average distance for the
lower and upper bounds of 38.74 %, whilst we com-
pute an average distance between the SAA solution
and lower bounds of 27.72 %. Similarly, we compute
an average distance between the upper bounds and
SAA solutions of 11.01 %. We also see that most of
the objective function values obtained in Table 1 are
near the lower and upper bounds obtained with SAA
Algorithm 3.2. Finally, by computing the averages of
columns 10-12 in Table 2, we obtain a minimum of
14.32 units for the column # 11. This suggests that
the SAA solution values are tighter when compared
with the objective function values found in Table 1.

5 CONCLUSIONS

In this paper, we proposed an adapted version of
the progressive hedging algorithm (PHA) (Rockafel-
lar and Wets, 1991; Lokketangen and Woodruff,
1996; Watson and Woodruff, 2011) for the two-stage
stochastic traveling salesman problem (STSP) intro-
duced in (Adasme et al., 2016). Thus, we computed
feasible solutions for small, medium and large size in-
stances of the problem. Additionally, we compared
the PHA method with the sample average approxi-

mation (SAA) method for all the randomly generated
instances and calculated statistical lower and upper
bounds for the problem. For this purpose, we used
the compact polynomial formulation extended from
(Miller et al., 1960) in (Adasme et al., 2016) as it is
the one that allows us to solve large size instances of
the problem within short CPU time with CPLEX. Our
preliminary numerical results showed that the results
obtained with the PHA algorithm are tight when com-
pared to the optimal solutions of small and medium
size instances. Moreover, we obtained significantly
better feasible solutions than CPLEX for large size
instances with up to 100 nodes and 10 scenarios in
considerably low CPU time. Finally, the bounds ob-
tained with SAA method provide an average reference
interval for the stochastic problem.
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Table 2: Upper and Lower Bounds for the Instances in Table 1 using SAA Algorithm.

# Inst. Dim. # of edges SAA Algorithm Gap
|V | |K| |ED| |ES| Stat. Lb SAA Lb Stat. Ub Time (s) Gap1 Gap2 Gap3

1 10 5 23 22 108.88 120.29 143.63 8.85 13.05 3.94 14.70
2 12 5 42 24 114.96 141.19 146.70 9.19 12.77 38.49 43.89
3 14 5 41 50 127.02 131.58 144.24 5.39 24.60 29.07 41.49
4 17 5 61 75 127.89 147.79 162.50 43.85 2.72 12.42 23.61
5 20 5 88 102 135.73 156.73 164.87 60.07 8.52 5.63 11.12
6 10 10 30 15 106.84 117.88 136.77 17.27 0.87 9.37 26.89
7 12 10 26 40 133.05 145.32 146.74 28.52 9.93 1.63 0.67
8 14 10 43 48 104.04 133.21 142.80 24.94 25.39 4.47 2.40
9 17 10 62 74 113.52 146.37 153.21 47.30 14.98 9.63 14.75

10 20 10 93 97 118.20 164.43 174.54 100.27 22.76 7.46 14.07
11 30 5 199 236 93.01 145.12 152.34 186.61 19.57 25.50 31.74
12 40 5 401 379 117.18 183.12 196.86 1748.68 20.43 24.34 33.67
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Abstract: Data clustering is an important unsupervised technique in data mining which aims to extract the natural 
partitions in a dataset without a priori class information. Unfortunately, every clustering model is very 
sensitive to the set of randomly initialized centers, since such initial clusters directly influence the formation 
of final clusters. Thus, determining the initial cluster centers is an important issue in clustering models. 
Previous work has shown that using multiple clustering validity indices in a multiobjective clustering model 
(e.g., MODEK-Modes model) yields more accurate results than using a single validity index. In this study, 
we enhance the performance of MODEK-Modes model by introducing two new initialization methods. The 
two proposed methods are the K-Modes initialization method and the entropy initialization method. The two 
proposed methods are tested using ten benchmark real life datasets obtained from the UCI Machine 
Learning Repository. Experimental results show that the two initialization methods achieve significant 
improvement in the clustering performance compared to other existing initialization methods. 

1 INTRODUCTION  

Data clustering extracts the natural partitions in a 
dataset without a priori class information. It aims to 
group the dataset observations into clusters where 
observations within a cluster are more similar to 
each other than observations in other clusters. 
Clustering is used as a data processing technique in 
many different areas, such as artificial intelligence 
(e.g., Bhagat et al., 2013), medical (e.g., Rahman 
and Sarma, 2013), pattern recognition (e.g., Pratima 
and Nimmakant, 2008), and customer analysis (e.g., 
Alvandi et al., 2012). The most popular clustering 
algorithms are K-means, K-modes, and K-medoids 
algorithms. K-means algorithm is efficiently used 
when processing numerical datasets, where means 
serve as centers/centroids of the data clusters. In K-
means algorithm, observations are grouped into K 
clusters in which an observation belongs to the 
cluster with the closest mean (i.e., centroid) 
(Serapião et al., 2016). When dealing with 
categorical data (Bai et al., 2013; Kim and 
Hyunchul, 2008), K-modes (Ammar and Lingras, 
2012) and K-medoids (Mukhopadhyay and Maulik, 
2007) are used instead of K-means. K-modes 
algorithm uses a most frequency based method to 

update modes during the clustering process. While 
K-medoids algorithm selects a cluster medoid 
instead of computing the mean of cluster. A medoid 
is a representative observation in each cluster which 
has the minimum sum of distances to other 
observations in the cluster. Evolutionary 
computation techniques play a vital role in 
improving the performance of data clustering 
because of its ability to avoid local optimal 
solutions. Evolutionary computation techniques are 
considered global optimization techniques, which 
use selection and recombination as their primary 
operators to tackle optimization problems (Kim and 
Hyunchul, 2008). Data clustering models are very 
sensitive to the randomly initialized centers used at 
the beginning of the search process, since such 
initial centers directly influence the formation of 
final clusters (Khan and Ahmed, 2013). 
Furthermore, these random initialized centers may 
lead to premature convergence to local optimal 
solutions. To address such concerns, several 
initialization methods were proposed in the 
literature. Redmond and Heneghan (2007) propose 
to initialize cluster centers by first assigning data 
points to one of the k clusters randomly, and then the 
centroids of these initial clusters are taken as the 
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initial cluster centers. Jancey initialization method 
(Jancey, 1966) aims to allocate each cluster center a 
synthetic data object generated randomly within the 
given data space. Ball and Hall’s method (Ball and 
Hall, 1967) takes the center of the entire dataset as 
the first cluster center, and then picks up the data 
object which is at least T units away from the 
existing cluster centers as the next cluster center. 
Maxmin initialization method (Gonzalez, 1985; 
Katsavounidis et al., 1994) randomly selects a data 
object as the first cluster center, and then the data 
object with the greatest minimum-distance to the 
existing cluster centers is taken as the next cluster 
center. This process repeats until k cluster centers 
are determined. In (Cao et al., 2009), initial centers 
are determined based on the most frequent values of 
the attributes, and the average density values. In (Bai 
et al., 2012), an initialization method based on 
integrating the distance measure and the density 
together was introduced. In (Ji et al., 2015), the 
authors propose a cluster center initialization method 
for the k-prototypes algorithms based on the 
neighbor set concept.  

Cluster validity indices are used to evaluate the 
performance of the clustering algorithm 
(Mukhopadhyay and Maulik, 2007). Some recently 
studies used the cluster validity indices as objective 
functions in a multiobjective framework (e.g., 
Mukhopadhyay and Maulik, 2007; Serapião et al., 
2016). Previous work introduced a multiobjective 
clustering model (MODEK-Modes) based on self-
adaptive differential evolution with three cluster 
validity indices, which are symmetry index, 
compactness index, and silhouette index (Soliman 
and Saleh, 2015). The MODEK-Modes model used 
K-modes algorithm as it deals with categorical data, 
and it has been implemented using randomly 
initialized centers. This work aims to enhance data 
clustering performance through introducing two 
initialization methods which are the K-Modes (KM) 
initialization method and the entropy initialization 
method. These proposed initialization methods are 
used in conjunction with the MODEK-Modes 
Model. The two proposed methods are tested using 
ten benchmark real life datasets obtained from the 
UCI Machine Learning Repository. To evaluate the 
performance of the proposed initialization methods, 
we compared them against four initialization 
methods from the literature which are the Forgy 
method (Redmond and Heneghan, 2007), the density 
method (Bai et al., 2012), the value-attributes (Khan 
and Ahmed, 2013), and K-Prototype (Ji et al., 2015), 
in addition to the results of the MODEK-Modes 

Model with randomly initialized center. The time 
and space complexity of our proposed methods are 
analyzed, and the comparison with the other 
methods confirms the effectiveness of our methods. 
The rest of the paper is organized as follows. Section 
2 introduces preliminary concepts needed in the 
current work. Section 3 presents the KM 
initialization method, while Section 4 presents the 
entropy initialization method. Section 5 shows the 
experimental results and analysis for the proposed 
methods in comparison with other initialization 
methods. Section 6 concludes the work and 
discusses future work. 

2 PRELIMINARY CONCEPTS 

This section introduces preliminary concepts needed 
in our work. We will discuss the K-modes algorithm 
and the entropy concept followed by a brief 
overview of the MODEK-Modes model. 

2.1 K-modes Algorithm 

K-modes algorithm extends the K-means algorithm 
to cluster categorical data by replacing means of 
clusters by modes (Bai et al., 2013; Kim and 
Hyunchul, 2008). K-modes algorithm uses a simple 
matching distance, or a hamming distance when 
measuring distances between data observations. 
Formally, a clustering problem is formulated as an 
optimization problem as follows: 

ఓ,݊݅ܯ ,μ)ܨ ܼ) = ߤ ݀൫ݖ, ൯ݔ 							1 ≤ ݅ ≤ ݊, 1 ≤ ݆	 ≤ ݇
ୀଵ


ୀଵ  (1)

where n is the number of data points, k is the 
number of data clusters, and µij  is a membership of 
ith   data observation to cluster j (i.e.  ߤ takes binary 
values in crisp case).  ݀൫ݖ,  ൯ is the matchingݔ
distance measure between data point xi and data 
cluster center zj . To understand the matching 
distance measure, let x and y be two data 
observations in data set D and L be the number of 
attributes in a data observation. The simple matching 
distance measure between x and y in D is defined as:  

݀ ,ݔ) (ݕ = ݔ)ߜ, )ݕ
ୀଵ 	 (2)

where  ݔ)ߜ, (ݕ = 	ቐ ݔ		݂݅							0 =   			݁ݏ݅ݓݎℎ݁ݐ		݂݅							1							ݕ	

ICORES 2017 - 6th International Conference on Operations Research and Enterprise Systems

448



The center of a cluster is updated using the 
following equation: ݖ = 	ܽ 	∈ ,			(ܣ)	ܯܱܦ 	ݎ ∈ ݊ (3) 

where ݖ represents the new updated value of cluster 
j in the ݈௧ attribute, and ܽ	is the value of the data 
observation r which has the most frequent value in 
the ݈௧ attribute for the data observations within 
cluster j. ܣ	expresses all the possible values for 
attribute ݈, DOM is a domain of the attribute, and ݊ 
is the total number of data observations in cluster j. 
Procedure 1 illustrates the steps of the K-Modes 
algorithm. 

1: Randomly initialize centers for the k clusters 
2: Each data point is assigned to the cluster with the nearest 

center (Eq. 2). 
3: Update the center of each cluster using (Eq. 3). 
4: Repeat steps 2 and 3 until the clusters’ centers stop 

changing or other stopping criteria are met. 

Procedure 1: Steps of K-Modes algorithm. 

2.2 Entropy Concept 

In data clustering, the entropy between each pair of 
data points helps us visualize the complete dataset. 
The value of entropy (a value in the range [0, 1]) is 
low (close to zero) for either very close data points, 
or very far data points. Here the data points can be 
easily separated into clusters, thus the uncertainty is 
low and the entropy is also low.  On the other hand, 
the entropy of high value (close to one) indicates 
that the data points are separated by a distance close 
to the average distances of all pairs of data points; 
i.e., the maximum entropy occurs when the data 
points are uniformly distributed in the feature space.   
The entropy depends on the similarity measure. The 
similarity measure S, in turn, is inversely 
proportional to the distance; i.e., the similarity 
measure has a very high value (close to one) for very 
close data points - which should be located in the 
same cluster, and a very low value (close to zero) for 
very far data points should be located in different 
clusters.  As shown in Eq. 4, the entropy between a 
pair of data points is defined as (Terano et al., 2000): ܧ = 	− ܵ logଶ൫ ܵ൯ − ൫1 − ܵ൯ logଶ൫1 − ܵ൯ (4) 

ܵ = 	0.5 ∗ (	ܵௗ +	ܵ) ܵௗ = 	∑ หݔௗ = ௗหௗୀଵݔ	 ܦ  
(5) 

In this paper, we enhanced the similarity measure 
via augmenting the traditional distance-based 
similarity with another term associated with the 

current clustering of the two data points (Eq. 5).  We 
denote this novel term by the cluster-based similarity 
measure. Recall that the traditional similarity 
measure for categorical data is inversely 
proportional to the Hamming distance;  i.e., the 
distance-based similarity measure between two data 

points is given as		ܵௗ = 	 ∑ ห௫ୀ	௫ೕหವసభ  , where i and 

j be any two data points, D the number of attributes, 
and  หݔௗ = 	  ௗ and 0ݔ ௗ equals toݔ is 1 if	ௗหݔ
otherwise. In the paper, we define the novel cluster-
based similarity measure as follows:   ܵ =	 1 if 
and only if i and j lie in the same cluster; and 0 
otherwise. Finally, the total entropy between all 
pairs of data points is calculated by the following 
equation (Terano et al., 2000): 

ܧ = ܧே


ே
  (6) 

2.3 MODEK-Modes Model 

MODEK-Modes model is a multiobjective data 
clustering model based on self-adaptive differential 
evolution using three cluster validity indices (i.e., 
objective functions) (Soliman and Saleh, 2015). The 
three cluster validity indices are symmetry index (to 
maximize similarity within cluster), compactness 
index (to maximize dissimilarity between different 
clusters), and silhouette index (to test a suitability 
the clustering model to the processed dataset). The 
MODEK-Modes model starts with initializing a 
population of random centers, then assigning data 
points to the initialized centers forming clusters. 
Next steps are repeated until the total number of 
iterations is reached. These steps start with updating 
centers of clusters, reassigning data points to 
clusters, and evaluating fitness of individuals. The 
next two steps apply the adapted mutation, 
crossover, and evaluate the candidates for each 
parent. The selection operator then creates the new 
population based on fitness function. 

3 K-MODES INITIALIZATION 
METHOD 

This proposed method uses the traditional K-modes 
algorithm as an initialization method, where the 
output of K-modes algorithm is considered the input 
to the MODEK-Modes Model (see Figure 1). The 
traditional K-modes algorithm has a single objective 
function which minimizes the total distances 
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between all data observations and centers of clusters. 
The traditional K-modes algorithms starts with 
initializing random centers, and then assign data 
points to the clusters, then update centers. The k-
modes algorithm repeats the last two steps until it 
converges. These converged centers are considered 
the initial population for the MODEK-Modes model. 

 

Figure 1: The KM initialization method. 

4 ENTROPY INITIALIZATION 
METHOD 

The proposed entropy initialization method consists 
of two stages (see Figure 3). The first stage is called 
an entropy stage which produces an accumulated 
matrix. This accumulated matrix is the input for the 
second initialization stage. The entropy stage 
(Procedure 2) operates only once for each dataset 
under consideration. The entropy stage takes the 
dataset as an input and outputs an accumulated 
matrix based on the entropy similarity measure. The 
entropy stage starts with clustering the data points 
based on the entropy values. We illustrate an 
algorithm (inspired by (Li et al., 2004)) to utilize the 
total entropy in the cluster process. Our contribution 
is the enhancement of the similarity measure used in 
this algorithm. The core idea of the algorithm is to 
try to minimize the total entropy via randomly 
swapping points between clusters. Recall that the 
entropy between a pair of data points will be small if 
either the proposed enhanced similarity measure is 
low or high. The enhanced similarity measure has a 
small value only when both the distance-based 
measure and the cluster-based measure have small 
values (i.e., large distance and different clusters). 
The enhanced similarity measure has a large value 
only when both the distance-based measure and the 
cluster-based measure have large values (i.e., small 
distance and same clusters).  Thus swapping points 
between clusters will have significant and 
meaningful impacts on the total entropy. After 

clustering the given data points, we need to 
determine a mode of each cluster by using Eq. 3. 
The distances between every data point and the k 
clusters are then calculated to producing a 
membership matrix (n × K). Elements of the 
membership matrix will be computed by the 
following equation: ܯ, = ݀,∑ ݀, ∀ ݅ = 1, . . , ݊	&	∀	j = 1, . . . , k  (7) 

where n is the total number of data points in the used 
dataset, K is the number of data clusters, 	ܯ, is a 
membership between data point i and cluster j, and ݀, is the distance between data point i  and cluster j. 
 

1. Entropy clustering procedure 
• Input: (data points: X, # of classes: k) 
• Output: cluster assignment; 
• Begin 

1. Initialization: 
1.1. Put all data points into one cluster 
1.2. Compute Initial Criterion E0  (Initial total entropy) 

2. Iteration: Repeat until no more changes in cluster 
assignment 
2.1. Randomly pick a point x from a cluster A 
2.2. Randomly pick another cluster B 
2.3. Put x into B 
2.4. Compute the new total entropy E 
2.5. If  ܧ	   ܧ

2.5.1. Put x back into A 
ܧ .2.5.2 =  ܧ

2.6. End 
2.7. E0 = E 
2.8. Go to Step 2.1 
2.9. End 

3. Return the cluster assignment 
• End 

2. Determine a mode of each cluster using Eq. (3).  
3. Measure the distances between each data point and the K clusters by 

using Eq. (2). 
4. Calculate membership values using Eq. (7) to form the membership 

matrix (n x k), where n: number of data points and k: number of 
clusters. 

5. Building accumulated matrix, where ܣ be accumulated value 
between the data point ith  and cluster ݈௧, and ܣ = 	∑ ଵ,ିଵଵୀଵܯ  ,ܯ+

Output: the accumulated matrix 

Procedure 2: The procedure of the entropy stage. 

An accumulated matrix is produced from the 
computed membership matrix in step 5 (see 
Procedure 2).  This accumulated matrix is the output 
of the entropy stage and the start of the second 
initialization stage. Figure 2 presents an example of 
how to calculate the accumulated matrix. 
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Figure 2: An example of the membership and accumulated 
matrixes in the proposed entropy initialization method. 

The initialization stage mainly depends on the 
accumulated matrix (Procedure 3).  

• For every individual in the population: 
• Initialization Stage: (Input: the previous calculated 

accumulated matrix) 
1. For each data point, i =1,2,…,n. 
 Generate uniform random number U~(0, 1). 
 Assign data point to a cluster (upper bound of U 

interval) (see the accumulated matrix). 
2. End For 
3. Determine the mode of each cluster (be centroid of this 

cluster) for categorical data. 
• Output: set of the initialized centers of the k clusters. 

Procedure 3: Steps of the initialization stage. 

This stage is repeated every time we need to 
generate a new population of centers for the 
MODEK-modes model. The initialized centers are 
produced from an initial distribution to the data 
points based on the accumulated matrix. Let U1 and 
U2 be uniform random numbers for the first and the 
second data points. According to the accumulated 
matrix in figure 2, if U1 = 0.7 and U2 = 0.3, then we 
have to assign the first data point to the third cluster (0.5	 ≤ ଵܷ ≤ 1.0) and assign the second data point 
to the first cluster		(0.0	 ≤ ܷଶ ≤ 0.7)	.  This process 
is repeated for every data point in the dataset. 
Finally, after distributing all data points, we have to 
calculate the mode of the cluster by Eq. 3. And 
hence, the mode of each cluster is considered the 
initial coordinates for this cluster.  

5 EXPERIMENTAL RESULTS 

The clustering accuracy of the MODEK-modes 
model is compared when using the two proposed 
initialization methods against the Forgy method 
(Redmond and Heneghan, 2007), the density method 
(Bai et al., 2012), the value-attributes (Khan and 
Ahmed, 2013),  and K-Prototype  (Ji et al., 2015),  in 

 

Figure 3: Stages of the entropy initialization method. 

addition to the results of the MODEK-Modes Model 
with randomly initialized centers. The results of 50 
independent runs are summarized in Tables 1 and 2. 
For every dataset, the tables illustrate the mean of 
the best solution (in 50 runs) and the standard 
deviation for every initialization method. T-test was 
performed with confidence level 0.05 to check if the 
differences between the results are statistically 
significant or non-significant compared to the 
second best performing method. As shown in Table 
1, the proposed KM initialization method performed 
better in eight datasets and with significant change 
compared to other initialization methods.  Table 2 
illustrates the experimental results for the proposed 
entropy method, and shows that the proposed 
entropy method significantly improved the 
clustering accuracy for seven dataset. 

Moreover, Table 3 lists the run time of the seven 
clustering initialization methods on different 
datasets. From this table, we can see that the KM 
method needs more time than the random and the 
Forgy initialization methods. However, the KM 
method consumes time less than Density, Value-
attributes, and K-Prototype initialization methods. 
On the other hand, the Entropy method needs more 
time than other methods in comparison except for 
the K-Prototype initialization method. 

6 CONCLUSION AND FUTURE 
WORK 

In the light of the importance of data clustering, the 
paper aimed to improve the performance of data 
clustering through addressing and enhancing 
handling the initialization step, where clustering 
models start with a set of random initial clusters and 
are   very   sensitive  to   such   randomly   initialized 
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Table 1: Mean ± standard deviation of best solution of 50 independent runs and T-test for the KM initialization method and 
the other compared methods, where “No”: refers to non-significant change, and “Yes”: refers to significant change. 

 KM Density Random Forgy 
Value-

Attributes 
K-

Prototype 
T-test 

Soybean 
0.92784921 
± 0.00018 

0.8928741 
±0.0000221 

0.8961113 
±0.00038 

0.885262 ± 
0.0071 

0.889932 ± 
0.0039 

0.902728 ± 
0.0073 

Yes 

B. Cancer 
0.887345 ± 

0.00021 
0.86689 ± 

0.0027 
0.8210432 
±0.00666 

0.872992 ± 
0.0023 

0.878943 ± 
0.0011 

0.8956345 
±0.0013 

No 

Spect 
Heart 

0.8198299 
± 0.0010 

0.7759342 
±0.0016 

0.7782529 
±0.0080 

0.7224645 
±0.0031 

0.787823 ± 
0.0067 

0.792651± 
0.044 

Yes 

St. Heart 
0.738873 ± 

0.0023 
0.7493424 
±0.0020 

0.6778213 
±0.0018 

0.717923 ± 
0.0081 

0.754592 ± 
0.0029 

0.7356782 
± 0.0017 

Yes 

Zoo 
0.958879 ± 

0.0031 
0.9144634 
±0.0017 

0.9377262 
±0.0024 

0.931978 ± 
0.0038 

0.933932 ± 
0.019 

0.928853 
±0.0014 

Yes 

Liver 
0.8845267 
± 0.00041 

0.8254823 
± 0.0013 

0.8175647 
±0.0280 

0.862247 ± 
0.0027 

0.857934 ± 
0.0026 

0.845723 ± 
0.0011 

Yes 

HServival 
0.6478901 
± 0.0109 

0.6106859 
±0.031 

0.6014788 
±0.0027 

0.6199879 
±0.0037 

0. 6204733 
±0.033 

0.612411 ± 
0.0033 

Yes 

Dermatology 
0.797225 ± 

0.0021 
0.7406811 
±0.0011 

0.710089 ± 
0.0031 

0.7122794 
±0.0027 

0.7588932 
±0.0081 

0.764563 ± 
0.0055 

Yes 

L. Cancer 
0.696881 ± 

0.0020 
0.6279032 
±0.0032 

0.6015231 
±0.0061 

0.6682301 
±0.0170 

0.648932 ± 
0.0073 

0.658932 ± 
0.0044 

Yes 

Computer 
0.6790211 
±0.0051 

0.6489341 
±0.0037 

0.5933928 
±0.0053 

0.6378941 
±0.0062 

0.6486372 
±0.0016 

0.6509342 
±0.023 

Yes 

Table 2: Mean ± standard deviation of best solution of 50 independent runs and T-test for the entropy initialization method 
and the other compared methods, where “No” refers to non-significant change, and “Yes” refers to significant change. 

 Entropy Density Random Forgy 
Value-

Attributes 
K-  

Prototype 
T-test 

Soybean 
0.9148790 ± 

0.0017 
0.8928741 

±0.0000221 
0.8961113 
±0.00038 

0.885262 ± 
0.0071 

0.889932 ± 
0.0039 

0.902728 ± 
0.0073 

Yes 

B. Cancer 
0.8482991 ± 

0.001 
0.86689 ± 

0.0027 
0.8210432 ± 

0.00666 
0.872992 ± 

0.0023 
0.878943 ± 

0.0011 
0.8956345 
±0.0013 

Yes 

Spect 
Heart 

0.8256281 ± 
0.0011 

0.7759342 
±0.0016 

0.7782529 
±0.0080 

0.7224645 
±0.0031 

0.787823 ± 
0.0067 

0.792651± 
0.044 

Yes 

St. Heart 
0.7045282 ± 

0.0002 
0.7493424 
±0.0020 

0.6778213 ± 
0.0018 

0.717923 ± 
0.0081 

0.754592 ± 
0.0029 

0.7356782 
±0.0017 

Yes 

Zoo 
0.957811 ± 

0.0031 
0.9144634 
±0.0017 

0.9377262 ± 
0.0024 

0.931978 ± 
0.0038 

0.933932 ± 
0.019 

0.928853 ± 
0.0014 

Yes 

Liver 
0.870003 ± 

0.00021 
0.8254823 
±0.0013 

0.8175647 ± 
0.0280 

0.862247 ± 
0.0027 

0.857934 ± 
0.0026 

0.845723 ± 
0.0011 

No 

HServival 
0.6429739 
±0.0011 

0.6106859 
±0.031 

0.6014788 
±0.0027 

0.6199879 
±0.0037 

0.6204733± 
0.033 

0.612411 ± 
0.0033 

Yes 

Dermatology 
0.8571158 ± 

0.00211 
0.7406811 
±0.0011 

0.710089 ± 
0.0031 

0.7122794 
±0.0027 

0.7588932 ± 
0.0081 

0.764563 ± 
0.0055 

Yes 

L. Cancer 
0.7287116 ± 

0.0003 
0.6279032 
±0.0032 

0.6015231 
±0.0061 

0.6682301 
±0.0170 

0.648932 ± 
0.0073 

0.658932 ± 
0.0044 

Yes 

Computer 
0.7963731 
±0.0019 

0.6489341 
±0.0037 

0.5933928 
±0.0053 

0.6378941 
±0.0062 

0.6486372 ± 
0.0016 

0.6509342 
±0.023 

Yes 
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Table 3: The running time of the seven clustering initialization methods on the used datasets. 

 Average Running Time (Mintues) 

 KM Entropy Density Random Forgy 
Value-

Attributes 
K-

Prototype 
Soybean 2.90 3.11 3.07 2.42 2.37 3.03 3.33 

B. Cancer 11.81 12.20 11.89 9.34 9.22 11.84 12.23 

Spect Heart 4.82 5.17 4.98 4.23 4.18 4.87 5.21 

St. Heart 5.33 5.64 5.37 4.83 4.79 5.32 5.68 

Zoo 3.40 3.62 3.43 3.21 3.17 3.41 3.66 

Liver 6.91 7.10 6.93 6.67 6.59 6.89 7.24 

HServival 6.27 6.68 6.31 5.82 5.66 6.29 6.72 

Dermatology 9.62 9.89 9.67 9.32 9.27 9.62 9.95 

L. Cancer 3.70 3.87 3.79 3.49 3.23 3.73 3.93 

Computer 5.20 5.48 5.37 4.89 4.82 5.33 5.57 

centers. Previous work has shown that using 
multiple clustering validity indices in a 
multiobjective clustering model (e.g., MODEK-
Modes model) yields more accurate results than 
using a single validity index. Thus, we proposed to 
enhance the performance of MODEK-Modes model 
by introducing two new initialization methods. 
These two proposed methods are K-Modes 
initialization method and entropy initialization 
method. The two proposed methods have been tested 
using ten benchmark real life datasets obtained from 
the UCI Machine Learning Repository. We applied 
t-test to check the significance of the results. Based 
on the experimental results, the two initialization 
methods achieved a significant improvement in the 
clustering performance compared to the other 
initialization methods.  The KM method achieved a 
significant improvement in the clustering 
performance of 8 datasets, while the entropy method 
improved the clustering performance in 7 datasets. 
The time and space complexity of our proposed 
methods are analyzed, and the comparison with the 
other methods demonstrates the effectiveness of our 
methods. For further work, the proposed two 
initialization methods can be extended to deal with 
the numerical datasets by replacing k-modes by the 
k-means algorithm.    
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Abstract: Governments have introduced various policies for promoting renewable energy technologies. In particular,

feed-in tariff (FIT) and renewable portfolio standard (RPS) have been introduced in various countries. In

this work, multi-agent simulations of electricity markets with FIT/RPS have been conducted for integrative

analysis and rational design of renewable energy policies. We analyze the effects of the FIT price and RPS

level on social welfare. By comparing the results obtained from the simulation and the equilibrium analysis,

we have examined the policies from both bottom-up and top-down viewpoints comprehensively.

1 INTRODUCTION

In recent years, emissions of greenhouse gases such

as carbon dioxide and methane have been implicated

in the worldwide problem of global warming. One

of the solutions being implemented to solve the pro-

blem is to increase the adoption of renewable energy

(RE) to in turn reduce emissions of greenhouse ga-

ses. However, the cost of RE production is high. Go-

vernments have introduced various policies for pro-

moting RE technologies. In particular, feed-in tariff

(FIT) and renewable portfolio standard (RPS) have

been introduced in various countries. FIT is a scheme

that requires non-renewable energy (NRE) producers

to purchase RE at fixed FIT prices. RPS requires that

a certain percentage of NRE producers’ electric ge-

neration capacity come from RE. RE producers issue

and sell renewable energy certificates (REC) to NRE

producers in REC markets to comply with the RPS

requirement percentage.

There have been few studies discussing whether

FIT or RPS is preferable from the aspect of social wel-

fare. (Hibiki and Kurakawa, 2013) explored how FIT

and RPS affect social welfare in the case of only one

NRE producer and one RE producer in an electricity

market by theoretical analysis. Their findings indi-

cated that governments should introduce RPS when

marginal damage cost is relatively high. They did not

evaluate the effect of the number of NRE and RE pro-

ducers or market structure. (Siddiqui et al., 2016)

studied how RPS requirement percentage and mar-

ket structure affect social welfare under RPS. They

determined the optimal RPS requirement percentage

and suggested the importance of considering market

structure for setting the optimal RPS requirement per-

centage to maximize social welfare. (Nishino and

Kikkawa, 2013) studied the interdependent effects of

multiple energy policies by theoretical analysis and

multi-agent simulation. However, they did not dis-

cuss the results from the aspect of social welfare.

Our purpose is to clarify how the relationships

among policy, market power, and number of produ-

cers impact social welfare. In this work, multi-agent

simulations of FIT and RPS are conducted for integra-

tive analysis and rational design of renewable energy

policies. Multi-agent simulations enable us to eva-

luate more realistic market and to observe emergent

processes of equilibrium states. By comparing the

results obtained from the simulation and the equili-

brium analysis, we comprehensively examine the po-

licies from both bottom-up and top-down viewpoints.

2 METHODS

For simplicity, in this manuscript, we show the case

of only one NRE producer and one RE producer in an

electricity market.

2.1 Equilibrium Analysis

The single-level model for determining maximum so-

cial welfare is called Central planning (CP). In CP, a
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central planner decides all power plants’ capacity so

as to maximize social welfare. Markets with FIT or

RPS are analyzed within the bi-level model. At the

lower level, NRE and RE producers decide generation

capacity to maximize their own profits. At the upper

level, policymaker decides the optimal FIT price or

RPS requirement percentage to maximize social wel-

fare.

2.1.1 Central Planning

Social welfare SW is defined and maximized as fol-

lows:

SW ≡ A(qn + qr)−
1

2
Z(qn + qr)

2

−Cn(qn)−Cr(qr)−Dn(qn),
(1)

max
qn≥0,qr≥0

A(qn + qr)−
1

2
Z(qn + qr)

2

−Cn(qn)−Cr(qr)−Dn(qn)

(2)

where electricity price p shows linear inverse de-

mand function (i.e., p = A−Z(qn + qr)) (in US dol-

lars (USD)), A is the intercept of linear inverse de-

mand function, Z is the slope of linear inverse de-

mand function, qn is NRE production (in MWh),

and qr is RE production (in MWh). The third,

fourth and fifth terms in Eq.(1) are cost functions.

Here, Cn(qn) =
1
2
cnq2

n is the cost function for NRE

production, Cr(qr) =
1
2
crq

2
r is the cost function for

RE production, Dn(qn) =
1
2
kq2

n is the damage cost

function for NRE production, and cn,cr,k > 0 are

constants (in USD/MWh2). The optimal solution of

CP is obtained by solving Eq.(2) and is as follows:

q̄n =
Acr

cr(Z + cn + k)+Z(cn+ k)
(3)

q̄r =
A(cn + k)

cr(Z + cn + k)+Z(cn + k)
(4)

p̄ =
A{cr(Z +cn +k)+Z(cn +k)}−ZA{(cn +k)+cr}

cr(Z +cn +k)+Z(cn +k)
(5)

ᾱ =
cn + k

cn + k+ cr
(6)

where q̄n and q̄r are optimal NRE and RE production,

respectively, p̄ is optimal electricity price, and ᾱ is

optimal proportion of RE.

2.1.2 FIT

At the lower level, we now consider payoff functions

for the NRE producer and RE producer:

πn = p(qn + qr)−Cn(qn)− pFIT qr (7)

πr = pFIT qr−Cr(qr) (8)

where pFIT is FIT price. When the NRE producer is

dominant and behaves à la Cournot, optimal solution

is as follows:

q̃n =
Acr− 2ZpFIT

cr(2Z + cn)
(9)

q̃r =
pFIT

cr
(10)

p̃ =
Acr(Z + cn)−Zcn pFIT

cr(2Z+ cn)
(11)

α̃ =
(2Z+ cn)pFIT

Acr + cn pFIT
(12)

At the upper level, we maximize social welfare

about pFIT :

max
pFIT

A(q̃n + q̃r)−
1

2
Z(q̃n + q̃r)

2

−Cn(q̃n)−Cr(q̃r)−Dn(q̃n)

(13)

As a result, we obtain the following optimal FIT price

p̃FIT :

p̃FIT =
Acr(3cnZ + 2Zk+ c2

n)

4Z2(k+ cn)+ c2
nZ + cr(2Z + cn)2

(14)

2.1.3 RPS

At the lower level, we now consider payoff functions

for the NRE producer and RE producer:

πn = pqn−Cn(qn)−αpRECqn (15)

πr = pqr−Cr(qr)+ (1−α)pRECqr (16)

where pREC is REC price, α is RPS requirement per-

centage. When the NRE producer is dominant and

behaves à la Cournot, optimal solution is as follows:

q∗n =
A(1−α)

(2Z + cn + cr)α2− 2(Z+ cn)α+(2Z+ cn)
(17)

q∗r =
Aα

(2Z + cn + cr)α2− 2(Z+ cn)α+(2Z+ cn)
(18)

p∗ =
A{(2Z+ cn + cr)α2− 2(Z+ cn)α+(Z+ cn)}
(2Z + cn + cr)α2− 2(Z+ cn)α+(2Z+ cn)

(19)

p∗ REC =
A{(2Z+ cn + cr)α− (Z+ cn)}

(2Z + cn + cr)α2− 2(Z+ cn)α+(2Z+ cn)
(20)

At the upper level, we maximize social welfare

about α:

max
α

A(q∗n + q∗r)−
1

2
Z(q∗n + q∗r)

2

−Cn(q
∗
n)−Cr(q

∗
r )−Dn(q

∗
n)

(21)

We solve the above equation numerically to find the

optimal RPS requirement percentage α∗.
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2.2 Multi-agent Simulation Analysis

In this work, the deregulated electricity market con-

sists of NRE producer agents, RE producer agents

and consumers expressed as the linear inverse demand

function, and is modeled as the blind and single-price

call auction with reference to (Nishino and Kikkawa,

2013). In this auction, each energy producer agent

offers its asking price and production. All orders are

aggregated into the market schedules of supply and

demand, and their intersection determines a single,

market-clearing price for all feasible quantities (Fi-

gure 1).

Figure 1: Trading mechanism of multi-agent simulation.

Each agent learns the optimal pricing strategies

based on the Q-learning method (Watkins and Dayan,

1992) in order to maximize its profit. The Q-learning

procedure used in this work is described below:

1. Decide action based on Q-value by softmax se-

lection with Boltzmann distribution:

Prob(a|s) = exp{Q(s,a)/T}
Σa′ exp{Q(s,a′)/T} (22)

where s = s(pask
n , pask

r ) is the state of the market,

pask
n and pask

r are the asking-price of NRE and RE

producer agents respectively, a∈ {pask+1, pask±
0, pask− 1} is the action of each producer agent,

Q(s,a) is Q-value, T > 0 is the ”temperature”.

2. Calculate the asking-quantity of production of

each producer agent as the optimal response for

each updated pask.

3. Decide transaction price and actual quantity of

production of each producer agent.

4. Calculate profit of each producer agent and social

welfare.

5. Update Q-value of each producer agent using the

following equation:

Q(st ,a)← (1−β)Q(st ,a)

+β{rt/100+ γ max
a

Q(st+1,a)} (23)

where st is the state at the t learning step, β is le-

arning rate, rt ≡ (πt −πt−1) is the reward of each

producer agent at the t learning step, πt is the pro-

fit of each producer agent at the t learning step,

and γ is the discount rate.

6. End search if the maximum number of learning

steps is reached.

We now consider a electricity market with no re-

newable energy policy and then obtain the following

payoff functions:

πn = pqn−Cn(qn) (24)

πr = pqr−Cr(qr) (25)

Optimal asking-quantity of production qask for an

asking-price pask is:

qask
n =

pask
n

cn
(26)

qask
r =

pask
r

cr
(27)

3 RESULTS AND DISCUSSION

We evaluate the effect of the renewable energy po-

licy from the aspect of social welfare. Table 1 shows

the evaluation conditions. The parameter values were

set by reference to (Hibiki and Kurakawa, 2013) and

(Nishino and Kikkawa, 2013).

Figure 2 shows learning history about pricing of

each producer agent. Asking-prices of both produ-

cer agents converge to specific values. Consequently,

transaction price, actual supply quantity of each pro-

ducer agent and social welfare also converge to spe-

cific values (Figure 3 and Figure 4 (top)). Figure 4

(bottom) and Table 2 show comparison of social wel-

fare, energy production, proportion of RE and elec-

tricity price between equilibrium analysis and multi-

agent simulation. Compared with CP, FIT leads to
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Table 1: Evaluation conditions.

Parameter Value Unit

Demand Intercept of inverse demand function A 100 USD
Slope of inverse demand function Z 0.01 USD/MWh

Cost Coefficient of NRE production cost cn 0.025 USD/MWh2

Coefficient of RE production cost cr 0.25 USD/MWh2

Coefficient of damage cost k 0.025 USD/MWh2

Q-learning Maximum number of learning step tmax 200,000 -
Temperature Tt 50× (0.99995)t -
Learning rate β 0.5 -
Discount rate γ 0.5 -

higher NRE production cost and damage cost while

RPS leads to higher RE production cost. We can see

that multi-agent simulation (MAS) with no renewable

energy policy yields higher producer surplus, lower

proportion of RE, higher damage cost, and as a result,

social welfare indicates the smallest value.
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Figure 2: Asking electricity price (top) and quantity
(bottom) of each producer agent.

4 CONCLUSIONS

We modeled the deregulated electricity market as the

blind and single-price call auction, and constructed

multi-agent system in order to clarify how the relati-

onships among renewable energy policy, market po-

wer, and number of producers impact social welfare.

Under the conditions of this evaluation, RPS achieved

superior social welfare value to FIT and MAS (with

no renewable energy policy). Additional numerical

experiments and assessments of the market dynamics

that specifically take into account realistic diversity

of agents’ characteristics and various uncertainties are

important topics for future research.
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Figure 3: Transaction price (top) and actual supply quantity
of each producer agent (bottom).
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Figure 4: Breakdown of social welfare: (top) Convergence
history of multi-agent simulation, (bottom) Comparison be-
tween equilibrium analysis and multi-agent simulation.
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Table 2: Comparison between equilibrium analysis and multi-agent simulation.

CP FIT RPS MAS

NRE production cost (USD) -32,522 -53,354 -44,557 -56,180
RE production cost (USD) -13,041 -15,488 -27,730 -9,800
Damage cost (USD) -32,522 -53,354 -44,557 -56,180
Producer surplus (USD) 110,478 114,442 107,941 116,420
Consumer surplus (USD) 18,740 29,234 27,824 28,800
Social welfare (USD) 96,697 90,321 91,208 89,040

NRE production (MWh) 1,613 2,066 1,888 2,120
RE production (MWh) 323 352 471 280
Total production (MWh) 1,936 2,418 2,359 2,400
Proportion of RE (-) 0.17 0.15 0.20 0.12
Electricity price (USD/MWh) 80.6 75.8 76.4 76
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Abstract: Indonesian government launched Fast Track Program Phase-1 in 2009 to increase national electricity ratio 
by installing 35 coal power generations with total capacity 10,000 Mega Watt. However only 25 coal power 
generations had been installed by now, spread all over Indonesia. Coal necessities were supplied by 14 
domestic coal mining companies. There are two factors that affect the price of coal i.e : distance and unit 
price. Distance between supplier and coal power generation would determine the transportation cost while 
unit price would determine the price of procurement. The aim of this research is to minimize total price of 
coal by optimizing the distance and unit price (USD/Ton), allocating the coal necessities and scheduling the 
delivery. The optimization would be simulated using software What’sBest. By this simulation, 24 power 
plants were suggested to change their existing suppliers, while only one power plant was fitted. This change 
could reduce USD 27 Million/year for total price of coal. 

1 INTRODUCTION 

One of the important factor in increasing the 
national economic development is the availability of 
low cost energy (Wang, Feng and Tverberg, 2013). 
Therefore every country tries to minimize the fuel 
cost in electricity supply. As a development country, 
Indonesia is in progress to install coal fire power 
plants with lower cost. The coal power plants spread 
all over the country, while coal suppliers are 
concentrated in particular island. The price of coal 
consists of two factors: transportation cost 
(USD/nautical mile) and unit price (USD/ton). So 
the transportation factor will dominate the cost of 
coal procurement since Indonesia is an archipelago 
country (PT PLN (Persero) Coal Procurement 
Division, 2013). 

 
Figure 1: Map of Coal Power Plant and Coal Supplier 
Spread in Indonesia. 

Every power plant requires a specific coal that 

must be supplied by appropriate supplier. In 
consequence of this problem, the utility should 
arrange the best supply chain management to 
minimize the cost.  In case utility could minimize 
the distance between power plant and appropriate 
supplier, the cost would be minimal.  

There are 25 power plants with specific coal 
requirement and 14 coal supplier that would be 
optimized in this paper. The purpose of this paper is 
to optimize supply chain management by 
minimizing the distance between power plant and 
appropriate supplier and ensure that production 
capacity of supplier could serve the power plant as 
long as contract duration. Software What’sBest is 
used to simulate this problem. The results of the 
simulation are the demand – supply mapping, 
allocating the coal requirement and scheduling of 
shipping. 

2 METHOD 

This paper simulated the coal supply chain 
management planning according to the real 
condition. The simulation would be processed by 
What’sBest software. The first step in this research 
was data collection. Data used in this simulation; 
 Information about coal power plant as a demand, 

involving the name of Power Plant, the location, 
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the quantity of coal demand, the quality 
requirement of power plant, safety stock level, 
and jetty capacity. 

 Information about coal supplier, involving the 
name of supplier, the quality of coal, unit price 
(USD/ton), transportation cost (USD/Nautical 
miles), productivity (ton/year), contract duration 
and ship capacity. 

 Information about ocean condition in Indonesia 
yearly, involving the height of wave, the velocity 
and direction of wind (Fig.2). 

 Distance and lead time between supplier and 
demand. The distance is determined by 
Geographic Information System (GIS) 
Directorate General of Marine Transportation, 
The Indonesian Ministry of Transportation. 
Therefore the distance is not straight line, but 
following the cruise lane (fig.3). 

 

Figure 2: Wind and Wave Ocean Condition in Indonesian. 

Based on Fig.2 above, the information is 
converted in binary number. Number 1 means a high 
wave that affect the ship velocity, and number 0 
means normal condition that not affect the ship 
velocity. 

 

Figure 3: Wind and Wave Ocean Condition in Indonesian. 

The velocity of ship in Fig.2 and the distance 
between supplier and demand in Fig. 3 results in 
determining lead time.   

All of data above were processed into a database. 
The next steps were allocating the coal necessity and 
scheduling. The steps in simulation process could be 
seen in Fig.4 as follow: 

 

Figure 4: Steps of Simulation Process. 

Some decisive variables must be considered 
when allocating the coal demand. These variables 
are presented by mathematical equation; 
 Supplier i only could send coal q to the power 

plant j as if coal q has the same specification 
with power plant requirement. In other word, the 
caloric value of the coal from supplier must be 
appropriate with caloric value required by power 
plant. This decisive variable is capable or not, 
noted by Yi,j. 

 Coal q ϵ Q was supplied by supplier i ϵ I to 
power plant j ϵ J. This decisive variable is the 
amount of each type of coal which is delivered 
by supplier, noted by Xi,j,q. 

The purpose of this allocation is to minimize total 
cost (f) of coal. There were 2 main components  
contributing in total cost; procurement cost (f1) and 
transportation cost (f2). Therefore this function can 
be determined as follows: 

Minimize f = f1 + f2 (1)

Procurement cost is multiplication between unit 
price (Pi,q)of coal q to supplier i with total amount 
(Xi,j,q) of coal q that is delivered by supplier i to 
power plant j. Therefore the formula of procurement 
cost (f1) can be determined by: 

f 1 = , ,i j qi I j J q J
X

     ,i qP  (2)

While transportation cost is multiplication between 
transportation cost (TCi,j) from supplier i to power 
plant j with total amount (Xi,j,q) of coal q that is 
delivered by supplier i to power plant j with distance 
(Rij) from supplier i to power plant j. Therefore the 
formula of transportation cost (f2) can be determined 
by:  

F2 =  , ,i j qq Q i I j J
X

     ,i jTC ,i jR  (3)

To achieve the optimal function above, then 
allocation model must comply with these limitation: 
1. Maximum amount (Xi,j,q) of coal q that could be 

procured by power plant j is limited by 
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maximum capacity (Oi,q) of coal q which is 
available in supplier i comply with contract 
document between supplier and utility, this 
limitation could be formulated as: 

, , ,i j q i qj J
X O


  ∀i ϵ I, j ϵ J, q ϵ Q (4)

 

2. Every power plant has its typical caloric value 
of coal. Delivery of coal could be processed as 
if caloric value of coal in supplier comply with 
power plant‘s caloric value. The coal which has 
caloric value beyond the range could be 
processed. This limitation could be formulated 
as: 

(5)

 

3. The coal q from supplier must be able to fulfil 
the demand (Dj) every power plant j. This 
limitation could be formulated as: 

, , ,i j q j qi I
X D


  ∀	j ϵ J, q ϵ Q     (6)

 

The final step of the simulation is scheduling, 
which time of delivery of coal would be determined. 
The limitation in scheduling is that power plant j 
only could receive of coal from supplier i once a day 
(t). This limitation can be formulated as RCi,j,q,t 

3 RESULT 

The simulation gave a result that from total 25 
existing power plant, there are 24 power plants 
should change their supplier due to cost optimizing. 
This simulation also gave the optimal amount of 
coal that should be procured by power plant, it calls 
optimal allocation. Therefore all of power plants 
could make a coal procurement plan effectively. The 
next step is scheduling. All of the limitations of 
allocating and scheduling are conducted by 
What’sBest software. The scheduling covers all 
information about when supplier must deliver their 

coal to power plant, how much coal that must be 
delivered to the power plant, when the coal would be 
received by power plant considering the ocean 
condition and how much coal that available in power 
plant inventory as consequence of lead time 
variance. The example of scheduling table could be 
seen in Table 1. 

From Table 1 above could be seen that power 
plant “A” would be supplied by supplier “1” as 
much as 7,500 ton in September 24th (purple cell) 
and would be received by power plant “A” in 
September 29th (yellow cell). Safety stock level in 
power plant “A” in September 24th is 54,080 ton 
(orange cell). This safety stock level would be 
maintained in 25 operating days. Lead time is 
presented as green and blue cell. Green cell is for 
normal condition (weather) while the blue one is for 
bad condition (weather).  

4 DISCUSSION 

Total cost (procurement cost and transportation cost) 
before simulation and after simulation was 
compared to evaluate it significance. Transportation 
cost before simulation was not available due to poor 
of information. There was no data about the amount 
of coal that is delivered by supplier to power plant. 
While total cost after simulation is determined by 
model. The comparison before and after simulation 
could be seen in Table 2. 

The Table 2 above informed that after simulation 
procurement cost decreased as much as 
24,110,173.53 USD per year. In case it is assumed 
that amount of coal that is delivered by supplier to 
power plant before simulation is equal to after 
simulation, then it definitely results that 
transportation cost after simulation is less than 
before simulation. In other word we could say that 
there is a benefit after simulation. 

 

Table 1: The Example of Scheduling. 

Power 
Plant 

Supplier 
Total of 

coal 
Ship 

capacity Initial 
Capacity 

September 

Normal*  Bad* 24 25 26 27 28 29 30 

A 
Level Inventory 51,750 54,080 51,990 57,420 55,350 57,420 58,710 56,640 

1 755,550 7,500 Received 0 0 7500 0 0 7500 0 
Lead Time 5 6 Order 7500    7500   

B 

Level Inventory 47,040 48,652 47,771 50,889 49,008 50,889 50,244 48,363 
2 552,151 5,000 Received   5,000 0 0 5,000 0 

Lead Time 16 24 Order   5,000  5,000   
3 134,632 7,500 Received 0 0 0 0 0

Lead Time 2 2 Order   
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Table 2: The Comparison of Total Cost. 

Cost Component 
Before Simulation 

(USD) 
After Simulation 

(USD) 

Benefit 
(USD) 

Procurement Cost 897,183,961 873,073,787.5 24,110,173.5 

Transportation Cost Not Available 363,454,502.5 Not Available 

Total Cost 897,183,961 + NA 1,236,528,290  

 

Last year, Indonesian government launched 
instalment of power generation program with total 
capacity 35,000 Mega Watt (MW). This program 
will be completed in 2019. Majority of them are coal 
fired power plant. The most critical problem in coal 
power generation is the reliability of coal supply. It 
will need a huge demand of coal in 2019. Therefore 
local coal suppliers need to be mapped. Then 
scheduling each power generation will be arranged 
and optimized.  The method in this research is being 
used to solve the problem.   

5 CONCLUSIONS 

The research proved that the model simulation could 
optimize total cost of coal demand in power plant. 
There are 24 of 25 existing power plant that should 
change their allocating and scheduling planning to 
increase cost effective. By optimizing supply chain 
management it could reduce total cost at least 
24,110,173.53 USD per year. The method in this 
research is being used to ensure the reliability of 
coal supply to support government’s program; 
Instalment of 35,000 MW power generation. 
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Abstract: A Markovian system model for a contact center chat function is considered and partially validated. A hypoth-
esis test on real chat data shows that it is reasonable to model the arrival process as a Poisson process. The
arrival rate can be estimated using Maximum likelihood. The service process is more involved and the estima-
tion of the service rate depends on the number of simultaneous chats handled by an agent. The estimation is
made more difficult by the low level of detail in the given data-sets. A missing data approach with Gibbs sam-
pling is used to obtain estimates for the service rates. Finally, we try to capture the generalized behaviour of
the service-process and propose to use generalized functions to describe it when little information is available
about the system at hand.

1 INTRODUCTION

Contact centers usually offer several types of media
to enable customer communication. Chat function-
ality is one such type of media that in recent years
has grown in popularity. This stresses the importance
of good modeling and parameter estimations for chat
based systems.

In this paper a Markovian chat system model is
considered (Enqvist and Svensson, 2017). The chat
system is viewed as a queue-based state-space model,
akin to traditional queueing systems of inbound tele-
phone call centers, described in detail elsewhere such
as in (Koole, 2013; Gans et al., 2003; Aksin et al.,
2007). However, chat systems behave slightly differ-
ent than traditional telephone queues in that an agent
can work with several customers simultaneously. We
make the assumption that the number of customers
an agent is serving effects the service rate with which
the service is provided. A queueing based state-space
model should capture both how many customers each
agent is currently serving and how many customers
there are in the system in total, as well as the varying
service rates.

The main goals of this paper are to argue that such
a queueing-based state-space model is reasonable, to
support such a model by use of real world data and
to propose methods for estimating the rate parameters
for a chat system from real but incomplete data-sets.

The quality and level of detail of the underlying
data can severely limit the choice of methods and the
uncertainty of estimates. When there exist limitations
on available data it may be necessary to rely more on
prior information and thus we propose that general
parameterized functions are used to lower the vari-
ance of the estimates by including empirical informa-
tion about chat systems general behaviour.

Due to the strong dependence on data we propose
a data classification structure that pertains to chat sys-
tems. The classification of underlying data would in-
dicate which technique is appropriate. The accuracy
and choice of any, realistic, model will be data de-
pendent. For a statistical analysis of a call center see
(Brown et al., 2005).

It is natural to divide the problem into two parts,
one part for the arrival rate process and one for the
service rate process. The former lends itself to stan-
dard methods of estimation when the level of detail of
the underlying data is good enough. While the latter
often leads to complications due to data on aggregated
or mean value form, i.e., low level of detail.

We show that it is reasonable to describe the ar-
rival process in terms of a homogeneous Poisson pro-
cess on 15-minute or 30-minute intervals. We sup-
port this position by χ2-square hypothesis testing at
five percent significance level on two data-sets. For
more on nonhomogeneous arrival processes we refer
to (Green and Kolesar, 1991) and (Whitt, 2007).
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When estimating at the service rate process the sit-
uation gets more complicated. One possible cause
of complications occur if the start and finish times
of chat dialogues are not recorded. In our data-sets
only the number of initiated chats per agent and in-
terval is available. Since an agent can serve several
customers in parallel we make the assumption that
the service per customer is a non-increasing func-
tion in the number of currently served customers. In
(Bekker et al., 2004) the authors explore varying ser-
vice levels and in (Bekker et al., 2011) adapting ser-
vice rates are investigated. In computer systems pro-
cessor sharing is a common phenomena, see (Cohen,
1979). Our model is inspired by both the previous
situations, where an agent has capacity to perform si-
multaneous tasks but at varying rates. A further com-
plication is due to data often only being available on
an aggregated level. Thus it is not possible to dis-
cern the actual (pointwise) workload distribution for
the interval. We suggest a missing data approach,
via the expectation maximation algorithm and Gibbs
sampling, to handle this problem.

There might also exist general information about
the system, such as how likely it is that there are cus-
tomers waiting in the queue and the arrival rate from
a previous estimation. One might also include data
from other chat systems and assume that there are
similarities. Hence we propose to model service rate
per customer as a continuous non-increasing func-
tion, depending on the state of the chat system and
the specific agent. Such a function can provide an-
swers about the maximum allowed chats in parallel to
fullfill some quality of service goal, like maximizing
throughput through the system or to support staffing
decisions.

In Section 2, data is discussed and the data-sets are
presented. In Section 3, the proposed queueing-based
state-space model is introduced and parametrized.
The parameters to be estimated are also stated. In
Section 4, the estimation models for the arrival pro-
cess is explained and the hypothesis testing is show
for specific data-sets. Also the missing data approach
for estimation of the service rates is presented.

2 DATA CHARACERISTICS

What can be achieved in terms of reliable estimates, in
a contact center environment, is highly dependent on
the amount and quality of the available data. There-
fore, it makes sense to categorize data in terms of
quality. We identify three major aspects that deter-
mine the overall quality and three subsets that are im-
portant for estimations in queueing systems, namely:

1. Number of data records, 2. The level of detail,
3. Relevant data-sets. The data-sets can be split into
general system, agent specific and customer specific
data.

The number of data records is an important factor
in determining the level of accuracy of estimates. The
level of detail determines how easily one can perform
estimations. Furthermore, in the context of queue-
ing systems, it is meaningful to differentiate between
three types of data-subsets. The first set concerns
data on a system level, such as offered load per inter-
val. The second subset pertains to agent specific data,
data like agent-id and number of initiated chat dia-
logues per interval. The third subset of data records
contain information on individual customers, such as
customer-id, arrival time to the system and waiting
time in queue.

In cases where there are few data records, low de-
tail level or when not all three subcategories are avail-
able leads to uncertainty in the estimations. This type
of uncertainty has to be managed, which motivates
why we need methods to provide reliable estimates in
the face of poor data quality.

The given data-sets, on which this paper is based,
come in two subsets, where the first subset contain
general queue data and the second contain agent spe-
cific data. Thus customer specific data is missing
in all cases. The data deemed useful in the context
of this paper is presented, while other data posts not
deemed to influence the procedings is supressed.

After discussing the matter with responsible data
base administrators it is found that the data is not
completely machine generated and thus may contain
errors due to human factors. This type of problem
requires serious attention but for the purposes of this
text it is ignored apart from some pre-processing with
respect to outliers and records with low information
content.

2.1 General Queue Related Data

In the first type of data subset the important data posts
are the ones representing date, intraday intervals and
offered load. The data is given per date and per in-
terval, thus we introduce d ∈ D = {1, . . . ,D} index-
ing the days, i ∈ I = {1, . . . , I} indexing the intraday
intervals and wd ∈ {1, . . . ,W} index the day of the
week, where W = 7. Let Nd,i ∈ N represent the num-
ber of arrivals on day d in interval i, i.e., offered load.
The notation was inspired by (Gans et al., 2009).
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2.2 Agent Specific Data

In the second type of data subset the important data
posts are the ones representing date, intraday interval,
agent identity, number of initialized chats and aggre-
gated time spent with open chat dialogues. The time
spent chatting is the sum of all chat dialogues, thus
the total time can be greater than the length of the
corresponding interval.

2.3 Customer Specific Data

Many contact centers neglect to record customer spe-
cific data, such as arrival time, time waiting, time in
service, service provided by agent-id, time of aban-
donment, etc. When such level of detail exists it is
straight forward to estimate service rates and related
parameters. The customer specific data-sets are miss-
ing for the chat systems investigated in this paper.

2.4 Given Data-Sets

Information of given data-sets. The size is measured
as the raw data text file size.

Table 1: Given data-sets.

Data-set Syst. data Ag. data Size
TA: queue yes no 5.3 MB
TA: agent no yes 49.7 MB

TC: queue1 yes no 3.5 MB
TC: queue2 yes no 2.3 MB
TC: agent no yes 8.4 MB

Where TA is a large travel agent company and TC
is a large telecom company. Syst. data is short for
System data and Ag. data is short for Agent data.

3 STATE-SPACE QUEUEING
MODEL DESCRIPTION

The queue-based system considered here is approx-
imated by a Markovian state-space model that is de-
scribed in detail in (Enqvist and Svensson, 2017). The
states represent the total number of customers in the
system, the number of agents working during that in-
terval and also contains information about the num-
ber of customers that each agent is currently serving,
possibly up to some maximum number. We refer to
(Asmussen, 2003) for queueing theory in general.

State transition rates are determined by new ar-
rivals and completed service sessions. New arrivals
are either placed in a common queue or start recieving

service from an available agent according to a routing
rule.

Completed services depend on the number of
agents, the number of customers in parallel that each
agent is serving and the corresponding service rates
according to a generalized processor sharing model,
as in (Cohen, 1979), for each agent.

An example, of a chat queue with one agent and a
maximum of three jobs in parallel, is shown in Figure
1. The lower chart shows the jobs as they are seen
by the agent. When a new job starts recieving service
the number of customers waiting in line, if any, drops
by one, as seen in the top figure. The example can be
expanded to include more agents which, together with
exponential service times and Poisson arrivals, quite
naturally gives rise to a Markovian state-space model.
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Figure 1: An example of a one agent chat queue. In the
upper graph the number of customers currently waiting in
queue is depicted. In the lower chart the different jobs are
shown, from the time they start recieving service until they
leave the system. The maximum number of customers that
can be served in parallel, in this example, is three.

3.1 The Arrival Process

New customers enter the system according to an ar-
rival process that is assumed to be Poisson with pa-
rameter λwd ,i, where wd correspond to the day of the
week and i to the interval. We assume that arrivals
are independent and identically distributed. That this
is a reasonable assumption is demonstrated in Section
4.1, as part of the model validation process.

Newly arrived customers either have to wait in line
or are assigned an agent according to the routing rule.
In this paper they are routed to the agent with the least
number of customers in service. In the case that there
are more than one agent serving the same, least num-
ber, of customers then random selection is used.
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3.2 The Service Process

The service rates of the agents can be studied per
agent, by groups of agents or by assuming all agents
perform at the same rate of service. The two former
situations require more data and can cause the under-
lying state-space to grow extremly large, hence in this
paper we choose to treat all agents as equivalent. It
might also be considered that agents provide the same
kind of service during different intraday intervals or it
may be assumed that the service rates vary depend-
ing on the interval. The latter case requires more data
and may be impractical due to the need to solve many
versions of the system.

The state of an agent will be taken as the number
of currently served customers in parallel, possibly up
to some maximum number.

Furthermore, we assume that the service times of
the agents are exponentially distributed with rate pa-
rameters µ j, where j ∈ {0,1, . . . ,m} represents the
number of currently served customers. These service
rates are dependent on the state of the agent and rep-
resent the fact that an agent serving several customers
simultaneously cannot devote the same type of atten-
tion to all of them as to a single customer.

The service times of the agents are assumed to be
independent of each other and identically distributed,
only depending on the number of customers in par-
allel. Here we assume that the different customers
served by the same agent at the same time are inde-
pendent.

In Section 4.2, we consider the estimation of the
service rates of the agents.

4 PARAMETER ESTIMATION
AND MODEL VALIDATION

This section will be divided into two major parts, the
first account for the arrival process and the validity of
the Poisson assumption and the second part consid-
ers the service process and the estimation of the ser-
vice rates for the agents, subject to varying numbers
of chats in parallel.

4.1 The Arrival Process

Data is given on the form of date, 15- or 30-minute
interval and offered load, i.e., number of arrivals Nd,i
per day and interval. We collect all data-points per-
taining to each day of the week and intraday interval
in a vector, denoted by ãwd ,i of length Lwd ,i.

All the {ãwd ,i}:s are then pre-processed by remov-
ing outliers and entire vectors that contain too little in-

formation. Let {āwd ,i} denote the resulting processed
set of vectors, now containing only trusted data. As-
suming that the arrivals are independent and identi-
cally distributed and specifying the likelihood func-
tion to be the joint function for all observations in the
specified vector āwd ,i

L(λwd ,i; āwd ,i) = f (awd ,i
1 , . . . ,awd ,i

Lwd ,i
|λwd ,i). (1)

Lwd ,i varies from vector to vector depending on the
given data-set. Then a maximum likelihood esti-
mation (MLE) of the Poisson parameter can be per-
formed to obtain the corresponding arrival rate per in-
terval and day of the week. The estimation is unbiased
and given by the sample mean (Haight, 1967, Ch. 5)

λ̂wd ,i =
1

Lwd ,i

Lwd ,i

∑
l=1

awd ,i
l . (2)

An example of estimated arrival rates for a chat
system of a travel agency are shown in Figure 2.
The actual arrival rates have been modified by request
from the company, but the general behaviour is cap-
tured. It is shown for 30-minute intervals.
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Figure 2: MLE of the arrival rates for one day of the week
with half hour intervals. (Rates are modified by request
from the company).

A common assumption for many queueing sys-
tems is that arrivals can be modeled by a homoge-
neous Poisson process. To show that this is plausible
the data is tested via a Pearson χ2-test, with test statis-
tic given by

χ2 =
n

∑
i=1

(Oi−Ei)
2

Ei
(3)

where n represents the maximum observation value
category, Oi the number of observations of type i and
Ei the expected number of observations of type i. The
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null hypothesis, H0, is defined to be that data is Pois-
son distributed with parameter λ̂wd ,i, and the test is
performed at 5% significance level.

Examining the data-sets it is found that the as-
sumed Poisson arrival rate is not rejected for the ma-
jority of the intervals and day of the week, results
given in Table 2.

Table 2: Example showing the number of non-rejected and
rejected H0-hypothesises for two different pre-processings
of the same 15-minute interval data-sets.

Data Pre-process Not rejected Rejected
TA Low 277 110
TA High 260 52

TC2 Low 232 210
TC2 High 232 46

The intervals for which the Poisson assumption is
rejected are mostly found in the beginning and at the
end of the day. When the data is aggregated into half
hour intervals the frequency of rejections decrease.
In Table 2 it can be seen that the result is dependent
on the pre-processing of the data, thus non-automated
data processing was needed to obtain the results. In-
formation to this end was supplied by the data-base
administrators.

Considering the results we find it reasonable to
model the arrivals as a Poisson process for the intents
and purposes of this work, for a similar but detailed
paper see (Brown et al., 2005)

4.2 The Service Process

The queue and service are modelled as a Markov pro-
cess, where the service rates of each agent depends on
the number of current clients. To decide if this model
assumption is reasonable we would like to perform a
hypothesis test. However, such a test could be per-
formed in the full information case, where client data
is available, but for the given data sets such a test is
not easily performed.

To illustrate the difficulties arising from data on
an aggregated format we introduce an example case
as can be seen in Figure 3, were the cumulative ar-
rivals and the cumulative number of answered chats
is shown. Note that only the interval in which arrivals
and answered chats occur is known.

Assuming that the model setup is suitable, we con-
centrate on the problem to estimate the various service
intensities of the agents.

For the full data case the intensities can be esti-
mated from information about the state transitions of
the system, by using a MLE method. However, the
given data-sets lack this level of detail and a direct
MLE is not feasible.
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Figure 3: Example showing the cumulative number of ar-
rivals and answered chats for a chat queue where data is
aggregated per interval.

One approach is to try to estimate the missing data
first and then apply the MLE approach. Consider one
agent over a sequence of time windows i = 1, · · · ,n in
I. Let xi denote the information about block i needed
to determine the MLE, and let yi denote the informa-
tion about block i that is observable, i.e., the informa-
tion provided by the considered data set. Assume that
θ contains all the unknown intensities µ j. It would
be very difficult, or even impossible, to determine a
closed form expression for the probability of observ-
ing the provided data given the intensities θ, i.e., for
Prθ(y1:n). Here, y1:n denotes the values of y1 to yn.
Therefore, we propose to apply the expectation max-
imization (EM) algorithm (Moon, 1996) and (Demp-
ster et al., 1977) to determine the estimate of θ. Start-
ing from an initial guess θ0 we want to determine

Q(θ;θ0) = Eθ0 [logPrθ(x1:n,y1:n)|y1:n] , (4)

for the expectation step of the EM algorithm. To
take the expectation under θ0 it is necessary to have
Prθ0(x1:n,y1:n). It can be determined using single site
Gibbs sampling (Gelfand and Smith, 1990) where
we should make use of the given observable data.
Sequentially determine Prθ0(xi|x1:i−1,xi+1:n,y1:n) for
each i = 1, · · · ,n. If y1:n contains information about
the number of arrivals and working time in the blocks
it should be used to determine the probabilities. Thus
we need the xi:s to contain the missing informa-
tion needed to determine the intensities. Let xi =
{di,B1, . . . ,Bdi ,T1, . . . ,T`i}, where di represents the
number of finished chats in interval i, B j are the inter-
departure times, Tj the inter-arrival times and `i the
number of new arrivals in interval i, which is observ-
able. The maximum number of customers in block i is
bounded by the number of customers at the beginning
of the interval, Ni, and the number of arrivals during
the interval `i. Let zi = {x1:i−1,xi+1:n,y1:n}, then the
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conditional probabilities

Pr(xi|zi) =
Ni+`i

∑
j=1

Pr(x1|zi,di = j)Pr(di = j|zi), (5)

can be determined. These correspond to all possible
combinations of jumps in an interval.

The final piece is to use that we can observe the to-
tal chat time in interval i. This impose a linear equal-
ity constraint on the variables in xi.

In the maximization step of the EM algorithm an
updated estimate θ1 is determined from

θ1 = argmax
θ

Q(θ;θ0). (6)

This process is repeated until sufficient conver-
gence has been achieved.

4.3 Proposed Service Rate Function

In order to reduce the number of parameters to esti-
mate we propose that a parametric function represen-
tation of the service rate is used. This function class
can be chosen to represent physical properties of the
rate parameters. We propose the following function
class.

f (ñ) =

{
0, ñ < 1
ña
(

1− 1
1+bec(d−ñ)

)
, ñ≥ 1 (7)

where ñ ∈ R is the continuous version of the num-
ber of customers per agent, and a,b,c and d are non-
negative model parameters. The function captures the
desired shape but fitting the parameters from data is
not trivial. With this representation we ensure that the
service rate per customer is nonincreasing.

5 CONCLUSIONS

We have shown that it is reasonable to model the ar-
rival process as a Poisson process via hypothesis test-
ing. An approach for estimating the service rate pa-
rameters from observed data has been proposed.

Implementation and further validation of the
model and estimation procedure is currently in pro-
cess. Other further work would be to use an alterna-
tive Bayesian approach.
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Abstract: A parallel-machine scheduling problem with tree-formed precedence constraints is studied, where job-
processing times can be compressed by allocating extra resource to the jobs. A tabu-search algorithm is
developed in this paper, which searches for the near optimalsolutions based on the structural characteristics
of the problem. Experiment shows the algorithm is capable for providing satisfactory schedules for media and
large-sized problems within acceptable computing time.

1 INTRODUCTION

This paper concerns on a parallel-machine schedul-
ing problem with tree-formed precedence constraints,
where job-processing times can be compressed by the
consumption of extra resources, such as gas, fuel,
electricity power, cash and labors. Vickson(Vickson,
1980) was one of the first researchers to consider the
scheduling problems with controllable job-processing
times. Motivated by his research work, a number
of researchers focused their attention on scheduling
problems with controllable job-processing times after
1980, and have achieved significant result (for exam-
ple, Cheng et al.(Cheng et al., 2006), Janiak(Janiak,
1991), Shabtay and Kaspi(Shabtay and Kaspi, 2004;
Shabtay and Kaspi, 2006),etc.). An excellent sur-
vey on this field has been given by Shabtay(Shabtay,
2007). Reader may refer to it for more information.

Alidaee and Ahmadian(Alidaee and Ahmadian,
1993) were the first to consider parallel machine sys-
tem with controllable job-processing times. They
considered two unrelated-machine problems. The
first problem has an objective that equals total pro-
cessing cost plus total flow time, and the second
problem has an objective that equals total process-
ing cost plus total weighted earliness and weighted
tardiness. Under the assumption that all the jobs
have the same linear compression rate, the problem
is reduced to a transportation problem and is solved
in O(n3m + n2m log(nm)) time. Jansen and Mas-
trolilli(Jansen and Mastrolilli, 2004) successfully ap-
plied approximation schemes on several identical ma-

chine problems related with maximum completion
time and total processing cost, including problem
Pm | lin,Cmax ≤ K | ∑n

j=1v ju j, Pm | lin,∑n
j=1v ju j ≤

U |Cmax andPm | lin |Cmax+∑n
j=1v ju j. Shabtay and

Kaspi(Shabtay and Kaspi, 2006) studied parallel ma-
chine scheduling problems under the situation where
operations are modeled by non-linear convex resource
consumption functions. They showed that the general
problem Pm |conv |Cmax is N P -hard, and obtained
several polynomial time algorithms for special cases.
The special case that preemption is allowed is also
studied by several researchers. For example, Jansen
and Mastrolilli(Jansen and Mastrolilli, 2004) showed
that problemPm | lin, pmtn,Cmax ≤ K | ∑n

j=1 v ju j can
be solved in O(n) time. Nowicki and Zdrza-
lka(Nowicki, 1995) provided anO(nmax{m, logn})
time greedy algorithm to solve the uniform machine
problem Qm | lin,a j = 1, pmtn,Cmax ≤ K | ∑n

j=1v ju j
problem.
Parallel machine scheduling with precedence con-
straints is widely studied in the context of the classi-
cal scheduling problems, but is not in literature under
the condition that job-processing times are control-
lable. In this paper, we consider a parallel machine
scheduling problem with precedence constraints and
controllable job-processing times: Schedule a set of
non-preemptive jobsJ = {1,2, . . . ,n} that have tree-
formed precedence constraints onm identical ma-
chines. Job-processing timesp j are controllable, and
can be modeled as the function of a continuously di-
vidable resourceu j via a linear resource consumption
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function,

p j(u j) = p̄ j −θ ju j 0≤ a j ≤ p j(u j)≤ b j ≤ p̄ j
(1)

where ¯p j is the non-compressed job-processing
time and θ j is the positive compression rate
of job j. The objective is to determine the
optimal scheduleS = {σ1,σ2, . . . ,σm, p}, where
σi = {σi(1),σi(2), . . . ,σi(ni)} is the optimal job-
processing sequence on machinei, and p =
{p1, p2, . . . , pn} is the optimal job-processing times,
such that the makespan of the jobs (Cmax =
maxn

j=1C j) will not exceed the required deadlineK,
and the total resource consumptionU = ∑n

j=1 u j is
minimized. Using the three-field problem classifica-
tion introduced by Grahamet al.(Graham et al., 1979)
and extended by Shabtay and Steiner(Shabtay, 2007),
our problem can be denoted asPm | lin, tree,Cmax ≤
K | ∑n

j=1 u j.
The problem is stronglyN P -hard, which can be

observed by the fact that it is still stronglyN P -
hard to find a schedule whose makespan does not ex-
ceed deadlineK when all the job-processing times are
compressed to their lower bounda j. UnlessP =N P ,
it is impossible to find the optimal solution within ac-
ceptable computing time for large-scaled problems.
Therefore, in this paper we designed a tabu-search al-
gorithm to provide optimal or near optimal solutions
for large-scaled problems.

Tabu-search(Glover, 1990) is essentially a meta-
heuristic method that guides a heuristic local search
procedure to explore the solution space beyond
local optimality. A large number of successful
tabu-search algorithms for scheduling problems can
be found in literature (see, e.g., Dell’Amico and
Trubian(Dell’Amico and Trubian, 1991), Bilgeet
al.(Bilge, 2004), Vendittiet al.(Venidtti et al., 2010)
and Xu et al.(Xu, 2010)).

2 TABU-SEARCH ALGORITHM

The scheduling algorithm needs to optimize job-
processing sequence on the machines, as well as
the processing times of the jobs. Suppose a job-
processing sequence on the machines is decided, the
optimal job-processing times can be calculated by the
network flow method (NFM for convenience) intro-
duced by Fulkerson(Fulkerson, 1961). Therefore, the
tabu-search algorithm mainly concerns on searching
for the optimal or near optimal job-processing se-
quences on the machines. In the following part of this
section, the detail of the tabu-search algorithm will be
discussed, which includes the initial solution gener-

ation, the neighborhood generation, the tabu mecha-
nism, and the searching procedure.

2.1 The Objective Function

As the algorithm tries to minimize the resource con-
sumption of the jobs, schedules are evaluated by their
total resource consumptionU . Therefore, the total
resource consumptionU is selected as the objective
function in the tabu-search algorithm.

2.2 The Initial Solution

In this paper, the initial solution is constructed by the
LTAP (Largest Total Amount Processing time first)
method in the following way:

Algorithm 1: The LTAP method for initial solution
generation.

1. Have all the job-processing times compressed to
their lower bounda j;

2. Sort jobs by their total amount of processing time,
which is calculated by accumulating the process-
ing time of jobs’ successors and their own;

3. Assign jobs in the list to the machines. Each time,
assign the first job in the list according to the fol-
lowing rules:

(a) If there are one or more machines, where the last
processed job is one of the direct predecessors
of the job to be assigned, then assign it to the
latest ready machine among them;

(b) Otherwise, assign the job to the earliest ready
machine.

4. Calculate the optimal processing times of the jobs
by NFM.

Since parallel machine scheduling isN P -hard,
it shall be noted that the heuristic algorithm cannot
guarantee a feasible initial solution when the dead-
line is very tight. However, as job-processing times
are fully compressed, this method is still acceptable
in most practical environment.

2.3 Neighborhood Generation

In each iteration, a number of generated neighbor-
ing schedules need be evaluated, which is time-
consuming since objective values are calculated by
solving the optimal resource allocation problem.
Therefore, it is necessary to reduce neighboring
schedules that need be evaluated. Tabu-search follows
a so called ”aggressive search” principle, that is, the
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best schedule in the neighborhood will always be se-
lected unless it is tabued. Therefore, if an operation
leads to a neighboring schedule that is no better than
another one, the operation need not be performed. If
such dominated schedules can be identified by some
simple rules before they are generated and evaluated,
much computing time will be saved. In the following
part, rules for ”promising” neighboring schedules will
be discussed based on the structural characteristic of
the schedules and operations.

Neighboring schedules are normally generated by
insert moves and swap moves. In this paper, insert
moves are solely studied in neighborhood generation,
which put single jobs to other processing positions ei-
ther on their current machine or on other machines.
As sequence constraint must be obeyed, it is supposed
that jobs are always moved to feasible processing po-
sitions, such that they will not be processed earlier
than their predecessors, or later than successors.

For parallel-machine problems with precedence
constraints, critical path method (CPM) calculates
the makespan of the jobs(Pinedo, 2012). By this
method, jobs are classified as critical jobs and slack
jobs. Critical jobs make up critical paths that de-
cide the makespan, while slack jobs have no influ-
ence to the makespan. Moreover, it can be observed
that p j = b j for every slack jobj. Therefore, when a
slack job is moved to another processing position, the
makespan will keep unchanged, if not be increased,
which causes the total resource consumption not be
reduced. The following lemma states this:

Lemma 1. Suppose jobj is a slack job, then inserting
job j to any other processing position cannot reduce
the total resource consumption.

Therefore, insert moves are performed only on
critical jobs.

Apart from this, other structural characteristics of
the problem also help to reduce neighboring sched-
ules. As is mentioned, an insert move may put a job
to another feasible processing position on its current
machine, or put it to another machine. The former
operations are namedintra-machine insert moves,
while the latterinter-machine insert moves. The two
kinds of operations will be discussed in the following.

Intra-machine Insert Moves. Suppose jobj is in-
serted to another processing position on the same ma-
chine. If the processing of jobj is advanced after
insertion, it is inserted forward. Otherwise, it is in-
serted backward. If jobj is processed immediately
before jobi, it is inserted to the front of jobi. If job j
is processed immediately after jobk, it is inserted to
the back of jobk (As Fig.1 shows).

j ki

Insert to the back of jobk

Insert to the front of jobi

Figure 1: Intra-machine insert moves.

Suppose jobi, j,k are processed on different ma-
chines, where jobi is the direct predecessor and job
k the direct successor of jobj. In this case, it is said
that job j has an emanating constraint to jobk, and a
sinking constraint from jobi. If the precedence con-
strainti → j is part of a critical path, jobj has a crit-
ical sinking constraint. Ifj → k is part of a critical
path, then jobj has a critical emanating constraint (As
Fig.2 shows).

j

k

i

Figure 2: Critical sinking constraint and emanating con-
straint.

Lemma 2. Suppose jobj has a critical emanating
constraint in scheduleS1. In the neighboring schedule
S2 generated by inserting jobj backward, jobj still
has a critical emanating constraint.

Lemma 3. Suppose jobj has one or more critical
sinking constraints in scheduleS1. In the neighboring
scheduleS2 generated by inserting jobj forward, job
j still has one or more critical sinking constraints.

Corollary 1. Suppose jobj has no critical sinking
constraint in scheduleS1. In the neighboring schedule
S2 generated by inserting jobj backward, jobj has no
critical sinking constraint.

Corollary 2. Suppose jobj has no critical emanating
constraints in scheduleS1. In the neighboring sched-
ule S2 generated by inserting jobj forward, job j has
no critical emanating constraint.

Lemma 4. Suppose there are jobsj ≺ j+1≺ ...≺ k
processed on the same machine in scheduleS1, where
job j has no critical sinking constraint, and jobs
j + 1, ...,k have no critical emanating constraint. In
this case, the total resource consumption of the neigh-
boring scheduleS2 generated by inserting jobj to the
back of jobk is no less than that ofS1.
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Proof. (By contradiction) Assume the resource con-
sumption of scheduleS2 is smaller than that of the
scheduleS1, that is,US2 <US1. Since jobj has no crit-
ical sinking constraint inS1, it has no critical sinking
constraint inS2. Similarly, job j + 1, ...,k also have
no critical emanating constraint inS2. Now construct
a new scheduleS3, where all the job-processing times
are the same as those inS2, and job j is moved to its
original position inS1. It can be easily observed that
the makespan ofS3 is no larger thanK. Now generate
a new scheduleS4 by optimizing the job-processing
times ofS3. Obviously, there isUS4 ≤US3. However,
since scheduleS4 is exactly the same asS1, it causes
a contradiction. The lemma is proved.

Lemma 5. Suppose there are jobsi ≺ ...≺ j−1≺ j
processed on the same machine in scheduleS1, where
job j has no critical emanating constraint, and jobs
i, ..., j −1 have no critical sinking constraint. In this
case, the total resource consumption of the neighbor-
ing scheduleS2 generated by inserting jobj to the
front of job i is no less than that ofS1.

Suppose there are jobj and jobk processed on dif-
ferent machines, where jobk may or may not be the
successor of jobj. Because of the precedence con-
straints, when jobj is inserted backward, jobk must
be processed after jobj is completed. In this case, it
is said that jobj has an emanating constraint path to
job k. In the similar way, it can also be defined that
job j has a sinking constraint path from jobi.

Lemma 6. Suppose there are jobj ≺ j+1≺ ... ≺ k
on the same machine in scheduleS1, where jobk
has a critical emanating constraint to jobl, while
other jobs have no critical emanating and sinking con-
straint. Suppose jobj has an emanating constraint
path to jobl. In this case, the total resource consump-
tion of the neighboring scheduleS2 generated by in-
serting jobj to the back of jobk is no less than that of
S1.

Proof. (By contradiction) Assume the resource con-
sumption of scheduleS2 is smaller than that of the
scheduleS1, that is,US2 < US1. Suppose jobj has a
direct successor jobi processed on another machine
(As Fig.6 shows). It can be easily seen that jobj has
a critical emanating constraint to jobi, and no critical
sinking constraint in scheduleS2. It can also be seen
that job j + 1, ...,k have no critical emanating con-
straint in scheduleS2. Now construct a new schedule
S3, where all the job-processing times are the same as
those inS2, and jobj is moved to its original position
in S1. It can be easily observed that the makespan of
S3 is no larger thanK. Now generate a new schedule
S4 by optimizing the job-processing times ofS3. Ob-
viously, there isUS4 ≤ US3. However, since schedule

S4 is exactly the same asS1, it causes a contradiction.
The lemma is proved.

Lemma 7. Suppose there are jobj ≺ j+1≺ ...≺ k
on the same machine in scheduleS1, where jobk
has a critical emanating constraint to jobl, while
other jobs have no critical emanating and sinking con-
straint. Suppose jobj has an emanating constraint
path to jobl. In this case, the total resource consump-
tion of the neighboring scheduleS2 generated by in-
serting jobj to the back of jobk is no less than that of
S1.

Based on the above analysis, a set of rules for
intra-machine insert moves are deduced in the follow-
ing:
1. Job j has no critical emanating and sinking con-

straint.

(a) It can be inserted to the back of jobk, if job k is
the first job with a critical emanating constraint,
and job j has no emanating constraint path to
the direct successor of jobk;

(b) It can be inserted to the front of jobi, if job i
is the first job with a critical sinking constraint,
and job j has no sinking constraint path from
the direct predecessor of jobi.

2. Jobj only has critical sinking constraint. It can be
inserted to the back of the first jobk with a critical
sinking constraint.

3. Jobj only has critical emanating constraint. It can
be inserted to the front of the first jobi with one
or more critical emanating constraints.

4. Job j has critical sinking and emanating con-
straint. No intra-machine insert move shall be per-
formed with it.

Inter-machine Insert Moves. Suppose there are
job i and job j processed adjacently on the same ma-
chine, and jobi or job j will be inserted to another
machine. If jobi is the predecessor of jobj, the prece-
dence constrainti ≺ j still exists after the operation.
If not, the constraint will be eliminated. It can be ob-
served, when a job is inserted to other machines, if no
such precedence constraint can be eliminated, the re-
source consumption of the neighboring schedules will
certainly not be reduced. Therefore, a jobj can be in-
serted to other machines only if it satisfies one of the
following conditions:
1. Job j is processed immediately after jobi on the

same machine, while jobi is not a predecessor of
job j;

2. Jobj is processed immediately before jobk on the
same machine, while jobk is not the successor of
job j.
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Figure 3: The illustration of lemma 6: (a) ScheduleS1; (b) ScheduleS2.

Otherwise, the operation should not be performed.
When job j is inserted to another machinem, it is

first inserted to the earliest feasible processing posi-
tion, and its optimal resource allocation is calculated.
After that, it is inserted to other feasible positions us-
ing intra-machine insert moves, until the best process-
ing position is determined, which will be recorded as
the neighboring schedule generated by inserting jobj
to machinem.

2.4 The Tabu Mechanism

Tabu mechanism helps the searching procedure avoid
being trapped in the local minimum. Typically, a
list of mutations, which the procedure is not allow
to make, is kept at any stage of the searching. Ev-
ery time a mutation is made in the current schedule,
the reversed mutation is entered at the top of tabu-
list, while all other entries are pushed down one posi-
tion and the bottom entry is deleted. In this paper, the
schedule is modified by two kinds of moves, so the
tabu-list needs to store them in different ways:

1. Intra-machine insert moves: When a selected
schedule is generated by an intra-machine insert
move performed on jobj, the corresponding tabu-
list entry is recorded as(i, j), wherei is the job
(may possibly be dummy) that is processed imme-
diately before jobj before the move is performed.
Therefore, any intra-machine insert move that re-
sults in job j processed immediately after jobi
will be tabued.

2. Inter-machine insert moves: Suppose a schedule
is generated by inserting jobj from machinem to
another machine. The tabu-list entry is recorded
as( j,m), such that any inter-machine insert move
that results in jobj processed on machinem will
be tabued.

2.5 The Tabu-search Algorithm

Based on the above discussion, the tabu-search algo-
rithm is designed and presented in the following. The

algorithm contains two input parameters that need be
decided by users, which are:

• MaxIter: The algorithm stops when the objective
function cannot be further improved after a num-
ber of iterations, defined by parameter MaxIter;

• TabuDepth: The maximum number of tabu en-
tries that the tabu list contains, which is normally
set between 6 and 10.

The tabu-search algorithm is formally stated as fol-
lows:
Algorithm 2: The tabu-search algorithm.

1. Have job-processing times compressed to their
lower bound a j, and schedule jobs by LTAP
method. If the makespan is no larger than the dead-
line K, calculate the optimal job-processing times,
and let the result be the initial solution.

2. Generate the initial solution by LTAP method. Let
IterCounter= 0;

3. Improve the initial solution using insert moves:

1. Generate neighboring schedules for every criti-
cal job using insert moves alone;

2. Select among them the one with the smallest
objective function value. If there are more than
one such schedules, select one randomly;

3. If the selected schedule is better than the cur-
rent schedule, or the operation is not tabued, let
the schedule replace the current schedule. Oth-
erwise, remove the schedule from the neighbor-
hood, and repeat Step 2.2;

4. If the solution is improved, let IterCounter = 0.
Otherwise, let IterCounter= IterCounter+1;

5. If IterCounter> MaxCntInst, go to Step 3;
6. If the objective function value of the solutions

keeps unchanged over MaxCntObj times, push
the objective function value of the selected
schedule into the tabu-list. Otherwise, push
the reversed operation that leads to the selected
schedule into the tabu-list. Go to Step 2.1.

4. Select the best schedule obtained so far as the
current schedule. Clear the tabu-list. Let
IterCounter= 0;
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5. Improve the current solution using insert and swap
moves:

1. Generate neighboring schedules for every criti-
cal job using insert moves and swap moves. If a
schedule that is better than the current schedule
is generated, then go to Step 4.2 directly;

2. Select among them the one with the smallest
objective function value. If there are more than
one such schedules, select one randomly;

3. If the selected schedule is better than the cur-
rent schedule, or the operation is not tabued, let
the schedule replace the current schedule. Oth-
erwise, remove the schedule from the neighbor-
hood, and repeat Step 4.2;

4. If the solution is improved, let IterCounter = 0.
Otherwise, let IterCounter= IterCounter+1;

5. If IterCounter> MaxCntSwp, go to Step 5;

6. If the objective function value of the solutions
keeps unchanged over MaxCntObj times, push
the objective function value of the selected
schedule into the tabu-list. Otherwise, push
the reversed operation that leads to the selected
schedule into the tabu-list. Go to Step 4.1.

6. Select the best schedule obtained so far as the so-
lution, and exit.

3 NUMERICAL EXPERIMENT

A set of numerical experiments were performed in
this section. The algorithm is implemented in C++
and is capable for parallel computing. The experi-
ments were carried out on a personal computer with
an Intel i7-2600 CPU with 4 cores and 8 indepen-
dent threads. The algorithm was tested on problem
instances generated by following method:

1. The minimum processing timea j of the jobs are
distributed randomly between [10, 50]. The max-
imum processing timeb j = a j + δ j, whereδ j is
also distributed between [10, 50];

2. The compression rateθ j is distributed between
[0.5, 1.5];

3. Each job has some predecessors, the number of
them is distributed between [0, 5];

4. The maximum depth of the precedence tree is 5.

Because jobs are generated randomly, their number
in each problem instance is different. For each in-
stance, jobs are processed on 10 machines first, then
on 25 machines. After the initial schedule is deter-
mined, a minimum makespanTmin is calculated with

all the job-processing timesp j = a j, and a maxi-
mum makespanTmax with p j = b j. The deadline
K = Tmin+(Tmax− Tmin) ∗ θ, whereθ is random be-
tween [0.3, 0.6].

Because no similar study on this problem is
known in literature, the experimental result cannot be
compared to other algorithms. Therefore, it is ana-
lyzed by comparing the scheduling result against the
initial solution, which is shown Table 1 by following
columns:

• n, m: The number of the jobs and the machines;

• Init, Rst: The resource consumption of the initial
solution and that of the scheduling result;

• Imp: The improvement of the scheduling result
against the initial solution, calculated as

Imp =
Rst
Init

100%

• Rst Time: The computing time when the best
scheduling result is found;

• Total Time: The total computing time of the
scheduling procedure.

The experimental result shows the heuristic ini-
tial solutions are significantly improved by the tabu-
search algorithm. For most problem instances with
job number around 200, the best scheduling results
can be obtained normally within 60 minutes. More-
over, as the searching procedure is performed in paral-
lel, the computing time can be easily reduced by using
more powerful computers. Therefore, the algorithm is
capable for providing satisfactory solutions for media
and large-scaled problems within acceptable comput-
ing time.

4 SUMMARY

A parallel-machine scheduling problem is considered
in this paper, where job-processing times can be com-
pressed by allocating extra resource to the jobs. A
tabu-search algorithm is designed to optimize job-
processing sequence and processing times, such that
the makespan does not exceed deadlineK, while the
total resource consumption can be minimized. Ex-
periment shows the algorithm is capable for provid-
ing satisfactory near optimal solutions for media and
large-scaled problems.
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Table 1: Experimental results for problem instances generated with[a,b] = [10,80], MaxPred= 6 and TreeDepth= 8.

n m = 10 m = 25
Init Rst Imp Rst Time Total Time Init Rst Imp Rst Time Total Time

51 1474.4 1314.8 89.2% 00:09:21 00:23:48 1179.8 991.0 83.9%00:12:24 00:29:17
64 1808.2 1641.8 90.8% 00:11:54 00:35:12 1500.8 1375.5 91.7% 00:09:42 00:27:32
71 2073.4 1730.9 83.4% 00:11:06 00:43:21 1808.2 1616.4 89.4% 00:13:57 00:31:48
78 2152.6 1868.4 86.9% 00:14:13 00:36:04 1956.5 1774.5 90.7% 00:13:42 00:44:40
82 2301.8 1976.5 85.9% 00:13:43 00:42:19 2005.2 1758.6 87.7% 00:10:57 00:26:32
88 2475.6 2153.2 87.0% 00:16:43 00:45:19 2232.3 1959.9 87.8% 00:14:02 00:35:19
93 2481.2 2064.1 83.2% 00:17:23 00:41:14 2132.5 1937.8 90.9% 00:16:44 00:32:47
114 3415.5 3104.7 90.8% 00:20:41 00:53:34 3363.1 2845.1 84.6% 00:15:50 00:38:10
126 3865.7 3486.2 90.2% 00:23:57 00:57:22 3543.4 3029.6 85.5% 00:17:53 00:41:47
130 3644.3 3305.1 90.7% 00:19:31 00:54:22 3513.1 2954.4 84.1% 00:19:26 00:37:53
149 4715.5 3965.4 84.1% 00:19:15 00:58:10 3965.7 3429.7 86.5% 00:17:23 00:36:24
155 4455.8 3697.6 82.9% 00:31:12 01:05:24 4134.7 3596.6 87.0% 00:29:12 00:51:21
166 5158.4 4306.9 83.5% 00:33:52 01:04:13 4814.3 4259.5 88.5% 00:24:26 00:49:31
196 6043.5 5360.1 88.7% 00:42:25 01:23:04 5499.1 4844.6 88.1% 00:37:10 00:57:23
217 6401.7 5472.8 85.5% 00:42:35 01:35:43 5985.0 5081.3 84.9% 00:39:21 01:04:31
233 7024.6 6089.8 86.7% 00:57:51 01:54:53 6712.4 5752.2 85.7% 00:53:54 01:23:19
254 7485.8 6541.9 87.4% 00:55:26 01:56:27 6903.6 5867.6 85.0% 00:48:45 01:21:28
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Abstract: This paper gives an overview of research work in progress within the COSLE (Collaborative Optimisation in
a Shared Logistics Environment) project between the University of Nottingham and Microlise Ltd. This is an
R&D project that seeks to develop optimisation technology to enable more efficient collaboration in transpor-
tation, particularly real-world operational environments involving pickup and delivery problems. The overall
aim of the project is to integrate various optimisation techniques into a framework that facilitates collaboration
in a shared freight transport logistics environment with the overall goal of reducing empty mileage.

1 INTRODUCTION

This paper provides an overview of the research work
being undertaken as part of the COSLE (Collabora-
tive Optimisation in a Shared Logistics Environment)
project. This is an R&D project between the Uni-
versity of Nottingham and Microlise Ltd in the UK.
The overall objective of the project is to develop op-
timisation technology to enable more efficient colla-
boration in transportation. According to a recent re-
port from the Institution of Mechanical Engineers in
2016 (Oldham, 2016), up to 30% of all commercial
vehicles on UK roads travel empty, which leads to
around 150m wasted road miles, 200,000 additional
truck journeys, increased road congestion and about
200,000 tonnes of unnecessary CO2 emissions. One
way to improve this situation is by facilitating col-
laboration between carriers. The improved coopera-
tion will reduce the total distances that vehicles travel
without loads (so called empty miles), increase vehi-
cle utilisation metrics and decrease distribution costs.
Already there have been several successful applicati-
ons of increased cooperation in transportation. (Crui-
jssen et al., 2007a) modelled a joint route planning
problem, used a benchmark case and reported that
30.7% of total distribution costs are saved. (Ergun
et al., 2007) proposed a lane covering problem and
solved it using heuristics. Results showed that the
saving range from about 5.5% to a little over 13%,
again using real data. (Frisk et al., 2010) presen-

ted a case study of horizontal collaboration in tactical
transportation planning between eight forest compa-
nies and the results showed up to 14.2% of the trans-
portation cost saved. (Pérez-Bernabeu et al., 2015)
discussed horizontal collaboration in road transporta-
tion and presented numerical analysis based on a set
of well-known benchmarks for the Multidepot Vehi-
cle Routing Problem. The average cost reduction ran-
ges from 5% to 90% depending on the geographical
distribution of customers with respect to their trans-
port service providers. It has been proved by rese-
archers that saving of costs and increase of resource
utilization can be attained throughout horizontal col-
laboration (Cruijssen et al., 2007b; Wang and Kopfer,
2014).

The goal of the COSLE project is to develop
an innovative service to enable collaboration in a
shared freight transport logistics environment to re-
duce empty freight runs. As part of this, three sub-
projects related to scheduling and optimisation have
been identified and are currently being undertaken by
project team. This position paper provides an over-
view of these sub-projects and the progress achieved
so far. The first sub-project is to develop a metho-
dology to tackle pickup and delivery problems with
time windows and other real-world constraints. A
metaheuristic approach has been developed and tes-
ted on a benchmark data set. This work and a sum-
mary of the results is described further in Section 2.
The second sub-project is a method to enable opti-
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mal load-splitting within routes and schedules. This
is presented in Section 3 as well as a review of related
research. The third sub-project, discussed in Section
4, is to develop a methodology for assigning new cu-
stomers within existing routes. The outcomes from
these three sub-projects will be integrated into a fra-
mework that will aim to enable more efficient colla-
boration in transportation under real-world operatio-
nal conditions. The overall approach is to develop
an optimisation engine for tackling pickup and deli-
very routing scenarios in which various transportation
operators are willing to collaborate in order to incre-
ase the overall utilisation of vehicles by reducing the
number of empty runs.

2 A HYBRID METAHEURISTIC
FOR PDP

The pickup and delivery problem (PDP) is a widely
occurring vehicle routing problem. Similar to other
vehicle routing problems it often contains window
and capacity constraints. Unlike the general vehicle
routing problem however PDP also includes pairing
and precedence constraints. The pairing constraint
is to ensure that a pickup customer and its associa-
ted delivery customer are both serviced by the same
vehicle. The precedence constraint does not allow
a delivery customer to be visited before its associa-
ted pickup customer. The techniques being investi-
gated in this project are for tackling pickup and deli-
very problems which also contain window and capa-
city constraints as well as other real world constraints
such as driver working time regulations and break re-
quirements. The objective function, similar to other
problems, requires the minimisation of the number
of vehicles used and the total distance travelled. Ot-
her optional objectives allow the minimisation of total
driver hours, and a profit maximisation objective for
problems in which some customers may be optionally
serviced and have an associated completion cost.

Various heuristic and exact methods have been
proposed for PDP. Each method has advantages and
disadvantages. The exact methods, although extre-
mely effective on smaller instances, appear to still be
difficult to apply to the largest instances. Metaheu-
ristics however have been shown to scale much more
easily to larger instances although are easily beaten on
smaller instances. They can also provide no informa-
tion on solution optimality or even bounds. However
a recent survey (Hall and Partyka, 2016) suggests that
most industrial vehicle routing packages are still hea-
vily biased towards using metaheuristics.

Of the exact methods published, many are versi-

ons of the column generation and branch and price
framework (Dumas et al., 1991; Ropke and Cor-
deau, 2009; Savelsbergh and Sol, 1998; Venkates-
han and Mathur, 2011; Xu et al., 2003) or less com-
monly, branch and cut (Lu and Dessouky, 2004; Ru-
land and Rodin, 1997). Examples of metaheuristics
include (Bent and Van Hentenryck, 2006; Li and Lim,
2003; Nagata and Kobayashi, 2010; Nanry and Bar-
nes, 2000; Ropke and Pisinger, 2006). Metaheuris-
tics have also been applied to less common variants of
PDP (Cherkesly et al., 2015; Kammarti et al., 2004;
Masson et al., 2013). Several survey papers are also
available (Berbeglia et al., 2007; Parragh et al., 2008;
Savelsbergh and Sol, 1995).

The hybrid method that has been developed here
combines Local Search, Large Neighbourhood Se-
arch (LNS) and Guided Ejection Search (GES). It
works in several phases. In the first phase, local se-
arch using four different neighbourhood operators is
used to create an initial solution. The operators used
are:

1. Inserting unassigned customers into routes.

2. Moving a customer from one route to another.

3. Swapping customers between routes.

4. Moving a customer from one route to a second
route and simultaneously moving a customer from
a second route to a third route.

Even on the largest instances the local search
phase is very fast but the solutions produced are ne-
arly always quite sub-optimal. The next phase uses
Guided Ejection Search in an attempt to minimise
the total number of routes in the solution. The GES
implementation is based on (Nagata and Kobayashi,
2010). It works by iteratively, randomly selecting
a route, un-assigning all customers in the route and
then attempting to re-insert these customers in exis-
ting routes. If it is unable to insert a customer it ejects
one or more customers from a route to enable it to in-
sert the customer. The ejected customer(s) are then
added to the list of customers still to be inserted. Af-
ter the ejection the solution is perturbed by randomly
moving or swapping already assigned customers bet-
ween routes. This helps to insert un-assigned custo-
mers and also prevents infinite loops. This is repeated
for a number of iterations or until all customers have
been inserted. If all customers are inserted then the
process is repeated to try and remove another route.
Otherwise the original solution is restored.

After the GES phase, a Large Neighbourhood Se-
arch is applied to try and improve the other objecti-
ves (total distance for the benchmark instances). The
LNS is a simplified version of the adaptive LNS of
(Ropke and Pisinger, 2006). One of the simplificati-
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Table 1: Summary of Results.

Customers Instances New best
knowns

Equal best
knowns

50 56 0 56
100 60 7 35
200 60 22 19
300 60 33 6
400 60 45 5
500 58 35 4

ons was to remove the adaption procedure which was
shown by the authors to have only a small percen-
tage benefit. Our results also confirmed that excellent
solutions could still be obtained without the adaption
procedure. Another modification was to replace a si-
mulated annealing heuristic with a late acceptance hill
climbing heuristic (Burke and Bykov, 2012). The mo-
tivation for this was to remove the number of parame-
ters that required setting. The algorithm operates by
iteratively un-assigning a small number of customers
and then heuristically attempting to re-insert them but
in a lower cost configuration. If it is unable to re-
insert them in a better way then it restores the original
solution and selects a new set of customers for remo-
val and re-insertion. This process is iteratively repea-
ted. The customers for removal are selected randomly
or via the Shaw heuristic (Shaw, 1998) which selects
customers that are similar in terms of location, time
windows and order size. The insertion heuristics are
based on the regret assignment heuristic (Ropke and
Pisinger, 2006).

After the completion of the LNS phase, if there is
time remaining then the best known solution is pertur-
bed by randomly moving or swapping customers bet-
ween routes. The three phases are then applied again
to the perturbed solution. This whole process is repe-
ated until a fixed time limit is reached. At which point
the best known solution is returned.

In order to evaluate the efficacy of the algorithm
it was applied to the well-known benchmark problem
instances of (Li and Lim, 2003)1. These instances are
divided by size into six groups, ranging from 50 cu-
stomers up to 500 customers. The results are sum-
marized in Table 1. In Table 1. the column “New
best solution” indicates the number of instances that
our algorithm was able to find a new best known so-
lution. The column “equal best knowns” indicates the
number of instances on which the algorithm was able
to equal the current best known solution for that in-
stance.

1Available at http://www.sintef.no/projectweb/top/pdptw
/li-lim-benchmark/

3 LOAD SPLITTING

Often job loads can be partially collected and deli-
vered multiple times provided they are completed in
entirety within the given time windows. This option
allows the possibility of split loads to be used opera-
tionally.

The obvious case is when a requested demand ex-
ceeds vehicle capacity. Demands in this case must
be split before the optimisation process. The research
question in this case is how to split the requested de-
mands so that the split loads aid the optimisation pro-
cess. Some of the papers in the literature saw this case
as a part of pre-processing in optimisation problem.

The other case is to gain additional savings in the
operational plan. The literature shows split loads can
reduce operational costs (Andersson et al., 2011; No-
wak et al., 2009). The benefits of split loads were
subject to problem characteristics such as load size,
stopping cost, and frequency of loads having common
pickup and delivery locations.

The transportation problem with split loads arose
in the generic vehicle routing problem (VRP) in (Dror
and Trudeau, 1989). The idea was to relax the VRP
so that a customer can be visited more than once. A
k-split interchange is also proposed as a heuristic pro-
cedure to split a demand into multiple loads. The so-
lution after the split procedure was expected to have
cost reduction from the generic problem.

(Dror and Trudeau, 1989) used a heuristic process
to tackle a split load problem in two stages: construct
a solution to the generic VRP; and apply k-split in-
terchange and improvement routine to get a solution
to the split load problem. The k-split interchange was
also used as a move in a tabu search algorithm for
the split delivery vehicle routing problem by (Archetti
et al., 2006). They describe k-split interchange in two
main procedures:
1. Remove a demand i from all routes where it is

visited; and
2. Find a route subset R where the summation of re-

maining capacity is larger than the demand i so
that the demand i is split into every route in the
route subset R.

The route subset R should have the least insertion
cost.

A randomised granular tabu search heuristic was
used to solve the split delivery vehicle routing pro-
blem by (Berbotto et al., 2014). The method builds a
granular neighbourhood to reduce the computational
time required to explore solution neighbourhood.

Pickup and delivery with split loads was tackled
by a heuristic where two route segments of different
routes can visit the same pickup and delivery demand
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by (Nowak et al., 2008). The demand can be carried
by two vehicles.

A requirement of split delivery in simultaneous
pickup and delivery arose in automobile industries in
(Tang et al., 2009). At the supplier location, a truck
must deliver empty bins to the pickup locations in or-
der to pick up the full bins. In the same way, at the
manufacturer, the truck must deliver full bins and pick
up empty bins. Bins are cycled between the manufac-
turer and the suppliers.

Coordination split delivery can also benefit re-
tailers in maintaining stock levels (Li et al., 2011).
This approach can reduce retailer inventory costs
while the transportation cost remains the same. A
similar application can apply to the natural disaster
relief distribution problem (Wang et al., 2014). The
goal of this case was to distribute sufficient aid to the
disaster areas. A disaster area can be visited multiple
times. A full review on split delivery transportation
problems can also be found in (Archetti and Speranza,
2012).

The closest application to the split pickup and de-
livery in the collaborative logistics environment con-
sidered here is the pickup and delivery problem with
split load proposed by (Nowak et al., 2008). There-
fore, we adopt their split load creation procedure and
apply it to the large neighbourhood search method.
The same procedure can also be used to split demand
that exceeds vehicle capacity. The split load creation
procedure works similarly to the k-split interchange
procedure. The procedure is as follows:
1. Find a segment i to split;

2. Find a segment j the load should move to;

3. Split the load in the segment i where the first split
load is equal to the excess capacity of segment j,
and the second split load is the remainder;

4. Move the split load to segment j and the remain-
der load is kept in the segment i;

5. Perform the search heuristic.
The proposed approach in this sub-project is to

implement move operators within LNS in order to
handle split loads. This includes the delete split ope-
rator, exchange split operator, etc. These operators
were applied to VRP (Berbotto et al., 2014). The de-
lete split operator removes a set of split loads to be-
come a full demand load.

The exchange split operator swaps the load split-
ting position in a selected route. In VRP, the idea was
to swap the position to split a load while maintaining
vehicle capacity. Suppose we have a load i and a load
j where load i is split into two smaller loads and load j
and one of the split loads of i are assigned to a vehicle.
This operator relocates the split position from load i

to load j which results in the vehicle taking the full
load i and a partial load j. For our PDP, the operator
starts from selecting an interval where a vehicle has
split loads in their fill. The exchange split operator
will:

1. Delete the split of a demand; and

2. Apply a split to one of the other demands.

The demands that the exchange split operator can se-
lect must be the fill in the selected interval only. The
operator keeps the visit order of the selected route but
may change the order of the routes that operate on the
split demands.

This splitting heuristic and move operators will be
integrated into the hybrid metaheuristic for PDP out-
lined in Section 2 and applied to large real-world in-
stances. The benefits of providing splitting options
will then be analysed. Optionally, the splitting heu-
ristic can be adapted to increase vehicle empty space
available for taking advantage of new collaborative
opportunities. In the same way, the heuristic can split
the collaborative jobs so that they can be inserted into
the existing routes.

4 CUSTOMER INSERTION INTO
EXISTING ROUTES

Another requirement in collaborative transport opera-
tions is to be able to insert new customers into exis-
ting routing plans. It might be that the ordering of the
customers in the routes of the existing solution can-
not be changed but their arrival times could be adjus-
ted provided that their window constraints are still re-
spected. Existing customers must also remain within
their current routes. Hence, the hybrid LNS+GES al-
gorithm outlined in Section 2 cannot simply be app-
lied to a new instance which includes the new custo-
mers. Instead, a separate mechanism is being develo-
ped to insert the new customers.

To the best of our knowledge this problem has
little or no previously published research articles.
Modified but similar versions of the problem do so-
metimes appear as sub-problems in methodologies for
vehicle routing problems though. For example, re-
lated problems are solved using branch and bound
and constraint programming algorithms in (Bent and
Van Hentenryck, 2006; Shaw, 1998). In (Ropke and
Pisinger, 2006) also use a heuristic method to solve
a version of the sub-problem for pickup and delivery
with time window problems.

For the insertion problem considered here two se-
parate objectives for two different scenarios are pro-
posed:
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1. Maximise the number of customers inserted.

2. Maximise profit. In this scenario customers are
assigned values (revenue) and a cost is calculated
based on total solution distance and/or total driver
hours.

The insertion problem can be formulated as an in-
teger programming problem and solved using a mat-
hematical programming solver. We will also be in-
vestigating and comparing heuristic methods and al-
ternative exact methods to establish the computation
time/efficiency trade-off for the different approaches.
For example, the hybrid LNS+GES algorithm already
contains an existing insertion algorithm in the form
of the regret heuristic. Greedy insertion heuristics
are also feasible options. Other insertion algorithms
that we will be developing and testing are the branch
and bound approaches in (Shaw, 1998) and (Bent and
Van Hentenryck, 2006).

To analyse the algorithms a testing framework has
been created to allow us to efficiently repeat and re-
produce the results. The test instances were created
by taking existing instances, removing sets of cus-
tomers and solving the reduced instances using the
LNS+GES algorithm. The original instance is then
used with this initial solution to form a new insertion
instance. This procedure is repeated with different pa-
rameter settings to generate a large set of test instan-
ces to apply the algorithms to.

Another motivation for developing and analysing
several insertion methods is to investigate whether a
more efficient and effective method can be developed
for the LNS algorithm. If so then it is possible that
the LNS algorithm can be further improved by incor-
porating the new insertion algorithm.
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Rönnqvist, M. (2010). Cost allocation in collaborative
forest transportation. European Journal of Operatio-
nal Research, 205(2):448–458.

Hall, R. and Partyka, J. (2016). Vehicle routing soft-
ware survey: Higher expectations drive transforma-
tion. ORMS-Today, 43(1).

Kammarti, R., Hammadi, S., Borne, P., and Ksouri, M.
(2004). A new hybrid evolutionary approach for the
pickup and delivery problem with time windows. In
Systems, Man and Cybernetics, 2004 IEEE Interna-
tional Conference on, volume 2, pages 1498–1503.
IEEE.

Li, H. and Lim, A. (2003). A metaheuristic for the
pickup and delivery problem with time windows. In-
ternational Journal on Artificial Intelligence Tools,
12(02):173–186.

Li, J., Chu, F., and Chen, H. (2011). Coordination of
split deliveries in one-warehouse multi-retailer distri-
bution systems. Computers & Industrial Engineering,
60(2):291–301.

Lu, Q. and Dessouky, M. (2004). An exact algorithm for the
multiple vehicle pickup and delivery problem. Trans-
portation Science, 38(4):503–514.
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Abstract: This paper investigates the integrated production and imperfect preventive maintenance planning problem. The
main objective is to determine an optimal combined production and maintenance strategy that concurrently
minimizes production as well as maintenance costs during a given finite planning horizon. To enhance the
quality of the solution and improve the computational time, we reconsider the reformulation of the problem
proposed in (Aghezzaf et al., 2016) and then solved it with an effective MILP-based Relax-and-Fix/Fix-and-
Optimize method (RFFO). The results of this Relax-and-Fix/Fix-and-Optimize technique were also compared
to those obtained by a Dantzig-Wolfe Decomposition (DWD) technique applied to this same reformulation of
the problem. The results of this analysis show that the RFFO technique provides quite good solutions to the
test problems with a noticeable improvement in computational time. DWD on the other hand exhibits a good
improvement in terms of computational times, however, the quality of the solution still requires some more
improvements.

1 INTRODUCTION

Even though managed by two different departments in
some factories, the production planning and mainte-
nance planning are two closely interrelated functions.
In the major modern factories effort is done to also
carry these two planning functions in an integrated
manner. Researchers have also proposed strategies
and developed models to integrate the production and
maintenance planning decisions both at the tactical
as well as at the operational levels. Various mathe-
matical models focusing on coordinating production
and maintenance plans are proposed in (Lin et al.,
1992; Gurevich et al., 1996; Agogino et al., 1997;
Ben-Daya and Rahim, 2000; El-Amin et al., 2000;
Kiyoshi et al., 2002; Chattopadhyay, 2004; Martorell
et al., 2005; Aghezzaf et al., 2007; Dahal and Chakpi-
tak, 2007; El-Ferik, 2008; Fitouhi and Nourelfath,
2012; Wang, 2013). A wide variety of solution tech-
niques and algorithms including the whole spectrum
of heuristic techniques, dynamic programming, tabu-
search multi-objective optimization, expert systems
and many other hybrid techniques are also proposed,
see for example (Lin et al., 1992; Gurevich et al.,
1996; Agogino et al., 1997; Ben-Daya and Rahim,

2000; Kiyoshi et al., 2002; Chattopadhyay, 2004;
Martorell et al., 2005; Dahal and Chakpitak, 2007).
Integrated production and imperfect preventive main-
tenance planning models were also proposed, see for
example (Chung and Krajewski, 1984; Ben-Daya and
Rahim, 2000; Sana and Chaudhuri, 2010; Fitouhi and
Nourelfath, 2012; Aghezzaf et al., 2016). Imperfect
preventive maintenance, when performed, brings the
manufacturing system to an operating state that is be-
tween as bad as old and as good as new. The result-
ing mathematical models are naturally non-linear and
involve many binary variables. In (Aghezzaf et al.,
2016), the authors proposed a reformulation for the
natural integrated production and imperfect preven-
tive maintenance planning problem. The resulting op-
timization model is a mixed-integer linear program-
ming problem which is solved using a MILP-based
approximation method. The current paper proposes
to adopt a Relax-and-Fix/Fix-and-Optimize approach
and analyse its results.

This Relax-and-Fix/Fix-and-Optimize approach
results in quite good solutions. However, it still re-
quires a large amount of the computational time for
medium and large scale instances of the problem. To
deal with these large scale instances, some heuris-
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tics based on the Dantzig-Wolfe decomposition tech-
niques and a new version of the Relax-and-Fix/Fix-
and-Optimize method are investigated and developed.
The main goal is to obtain good quality solutions
within a reasonable amount of the computational time
frame.

The remainder of this paper is organized as fol-
lows. In section 2, a slightly modified version of
the mathematical model, for integrated production
planning and imperfect preventive maintenance plan-
ning, propose in (Aghezzaf et al., 2016) is presented.
In section 3, the developed Relax-and-Fix/Fix-and-
Optimize techniques (RFFO) is introduced and pre-
sented in details. Section 4 presents the Dantzig-
Wolfe (DWD) decomposition to solve the reformu-
lated production and maintenance planning model.
Computational results of a set of benchmark cases are
presented and discussed in Section 5. Finally, Section
6 summarizes the main findings of this research work
and discusses some possible research directions.

2 THE INTEGRATED
PRODUCTION AND
IMPERFECT PREVENTIVE
MAINTENANCE MODEL

In this section, the mathematical optimization model
for integrated production and imperfect preventive
maintenance problem described in (Aghezzaf et al.,
2016) is briefly summarized. Then, the reformulation
proposed by the authors for this production and im-
perfect preventive maintenance problem is shown and
used as the underlying optimization model for the de-
tailed subsequent discussion.

2.1 A Mathematical Optimization
Model for the Integrated Production
and Imperfect Preventive
Maintenance Problem (IPImPMP)

In the IPImPMP problems, it is assumed that the
systemś operating state is stochastically predictable,
in terms of its operating age, and that it can accord-
ingly be preventively maintained during preplanned
periods. The preventive maintenance is assumed
to be imperfect, so that after each maintenance
action the manufacturing system is at an operating
state that is between as bad as old and as good as new.

Along the same lines as in (Aghezzaf et al., 2016),
we consider a planning horizon H = {1, ...T} of T pe-

riods, each having a duration τ, and a set of products
j ∈ P = {1, ...N} to be planned during this horizon.
Let d jt be the demand for item j in period t, f jt be
the fixed cost of producing item j in period t, p jt be
the variable cost of producing item j in period t, and
h jt be the variable holding cost of item j in period t.
The production system has a known maximum con-
stant production capacity κmax (given in time units)
and the processing time of each unit of item j is given
by ρ j. The system can be maintained preventively or
correctively when a failure occurs. The cost of carry-
ing out a kth preventive maintenance action is denoted
by Ck

PM and the cost of performing a corrective main-
tenance action on the system when a failure occurred,
right after kth preventive maintenance, is denoted by
Ck

CM . Finally, let δk
PM be the expected time required

for the kth preventive maintenance action, and δk
CM the

expected time required to perform a corrective main-
tenance action on the system when a failure occurred,
right after kth preventive maintenance.

The variables of the model are: Q jt the quantity
of item j produced during period t; I jt the inventory
of item j at the end of period t; x jt a binary variable
set to 1 if item j is produced during period t and 0
otherwise; yt a binary decision variable set to 1 if the
machine is setup to production during period t and 0
otherwise; and finally zk

st a binary variable set to 1 if
the last preventive maintenance of the system before
the time period t is the kth one and has taken place dur-
ing the time period s and 0 otherwise. By convention
we assume that the manufacturing system is preven-
tively maintained in the beginning of period 1, that is
z1

11 = 1 for k ≤ s ≤ t. The optimization model for
the Integrated Production and Imperfect Preventive
Maintenance Planning Problem (IPImPMP) is given
by:

Minimize

ZIP
ImPMP =

T

∑
t=1

N

∑
j=1

( f jtx jt + p jtQ jt +h jt I jt)

+
T

∑
t=1

t

∑
k=1

Ck
PMzk

tt

+
T

∑
t=1

t

∑
s=1

s

∑
k=1

Ck
st(y)ytzk

st

subject to:

Q jt +

{
I j,t−1 i f t > 1
0, i f t = 1 − I jt = d jt ,

∀ j ∈ P,∀t ∈ H

(1)

Q jt −κmaxx jt ≤ 0, ∀ j ∈ P,∀t ∈ H (2)

x jt − yt ≤ 0, ∀ j ∈ P,∀t ∈ H (3)
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N

∑
j=1

ρ jQ jt +
t

∑
k=1

δk
PMzk

tt +
t

∑
s=1

s

∑
k=1

κk
st(y)ytzk

st

≤ κmax,∀t ∈ H

(4)

t

∑
s=1

s

∑
k=1

zk
st = 1, ∀t ∈ H (5)

zk
st − zk

s,t+1 ≥ 0, ∀k,s, t ∈ H,k ≤ s≤ t ≤ T −1 (6)

zk
tt −

t−1

∑
s=k−1

zk−1
s,t−1 ≤ 0, ∀t,k\{1} ∈ H,1 < k ≤ t (7)

T

∑
t=2

t

∑
s=2

z1
st = 0 ∀s, t ≥ 2 ∈ H,s≤ t (8)

t

∑
k=1

zk
tt ≤ yt , ∀t ∈ H (9)

Q jt , I jt ≥ 0, x jt ,yt ,zk
st ∈ {0,1}

∀ j ∈ P,s, t ∈ H,k ≤ s≤ t

Constraints (1) are the flow conservation constraints.
They guarantee that the available inventory aug-
mented with the quantity produced in period t is suffi-
cient to satisfy the demand d jt of item j in that period.
The remainder is stocked for the subsequent periods.
Constraints (2) make sure that, when the production
of an item is scheduled in certain period, the system
is setup accordingly to produce that item in that pe-
riod. These constraints force also disbursement of the
fixed costs. Constraints (3) indicate whether the sys-
tem is operating or not in each period, in which it is
setup to produce some products. Constraints (4) are
the capacity restrictions which are defined for each
period t ∈ H. They guarantee that the quantity which
is produced in a period t does not exceed the avail-
able capacity of the system, given its status in terms
of the expected capacity loss during that period. Con-
straints (5) determine the periods during which the
preventive maintenance activities take place. In order
to assure the consistency, constraints (6) are estab-
lished to guarantee that if the last preventive mainte-
nance action, before a time period t+1, takes place in
a period s < t and it is the kth one, then this preventive
maintenance action must also be the kth and the last
one before a period t. Again, in order to keep the con-
sistency, constraints (7) assure that the kth preventive
maintenance takes place in some period t ≥ k, only
if the (k − 1)th preventive maintenance took place in
some period before t. Constraints (8) assures that the
system is always maintained for the first time in the
first period. Constraints (9) ensure that the kth pre-
ventive maintenance takes place only once and when
the system is setup to production.

As in (Aghezzaf et al., 2016), the function κk
ts(y)

and Ck
ts(y) are the expected production capacity loss

and expected maintenance cost during the time period
t when the kth and the last preventive maintenance ac-
tion before time period t has taken place in the time

period s, with k≤ s≤ t. These parameters depend on
the system’s setup vector y and are given by

κk
st(y) =





δk
CM

τ∫
0

βkr0

(
u+αk

[
s−1

∑
t ′=1

yt ′

]
τ

)
du

if t = s,k ≤ s,

δk
CM

τ∫
0

βkr0

(
u+αk

[
s−1

∑
t ′=1

yt ′

]
τ

+

[
t−1

∑
t ′=s

yt ′

]
τ

)
du

if s≤ t ≤ T.

(10)

Ck
st(y) =





Ck
CM

τ∫
0

βkr0

(
u+αk

[
s−1

∑
t ′=1

yt ′

]
τ

)
du

if t = s,k ≤ s,

Ck
CM

τ∫
0

βkr0

(
u+αk

[
s−1

∑
t ′=1

yt ′

]
τ

+

[
t−1

∑
t ′=s

yt ′

]
τ

)
du

if s≤ t ≤ T.

(11)

We adopt a hybrid failure rate model which was
defined in (Aghezzaf et al., 2016). If after kth pre-
ventive maintenance the failure rate function remains
below some threshold function, rkmax(t), the system
can again be preventively maintained. However, if
it reaches or exceeds this threshold level, it is over-
hauled and will be returned to an ”as-good-as-new”
state. We considers a lifetime of a whole system is
randomly distributed and for which the correspond-
ing initial hazard rate function is given by the function
r0(t). If the kth preventive maintenance takes place
Tkτ units of time after an overhaul, that is in the be-
ginning of period Tk having fixed length τ, the hazard
rate function rk(t) of the system is then defined as:

rk(t) = βkr0(t +αkT k
AOT ),

t ∈ [0,(Tk+1−Tk)τ],∀k,1≤ k ≤ kmax (12)

where T k
AOT is the actual operating time of the

system since the beginning of the planning hori-
zon until the beginning of period Tk, the period
during which the kth preventive maintenance is
taking place. The parameters αk and βk stand,
respectively, for the age reduction coefficient and
the hazard rate increasing coefficient (adjustment
factor) such that 0 ≤ α1 ≤ α2 ≤ . . . ≤ αkmax ≤ 1 and
1≤ β1 ≤ β2 ≤ . . .≤ βkmax.
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2.2 Reformulation of the Problem
(Re IPImPMP)

The natural formulation of problem (IPImPMP) is
nonlinear. It can be reformulated and modeled as a
mixed-integer linear program as is shown in (Aghez-
zaf et al., 2016). We propose a slight variation of
the mathematical reformulation proposed in (Aghez-
zaf et al., 2016) by adding the variables vk

st(p,q), with
p ≤ s ≤ t,k ≤ s and q ≤ t − s + 1, to be a binary
variable assuming value 1 if the system is setup to
production with p time during the horizon 1, ...,s−1
and q time during the period s,..,t, and the kth main-
tenance takes place in period s and, wk

st(p,q), with
p≤ s≤ t,k ≤ s and q≤ t− s+1, to be a binary vari-
able assuming value 1 if the system is setup for pro-
duction p time during the horizon 1, ...,s−1 and q
time during the period s, .., t and the kth maintenance
takes place in period s and the system must be pro-
duced at period t.

(Re IPImPMP) : Minimize ZRe IP
ImPMP =

T

∑
t=1

N

∑
j=1

(
f jtx jt + p jtQ jt +h jt I jt

)
+

T

∑
t=1

t

∑
k=1

Ck
PMzk

tt

+
T

∑
t=1

t

∑
s=1

s

∑
k=1

s−1

∑
p=0

t−s

∑
q=0

Ck
st (p,q)vk

st (p,q)

subject to :
Eq. (1) - (3) and (5) - (9)

N

∑
j=1

ρ jQ jt +
t

∑
k=1

δk
PMzk

tt

+
t

∑
s=1

s

∑
k=1

s−1

∑
p=0

t−s

∑
q=0

ck
st (p,q)vk

st (p,q)≤ κmax,∀t ∈ H

(13)
s−1

∑
p=0

t−s

∑
q=0

p.ust(p,q)−





s−1

∑
s′=1

ys′ , i f s > 1

0, i f s = 1
≤ 0,

∀t,s ∈ H,1≤ s≤ t

(14)

s−1

∑
p=0

t−s

∑
q=0

q.ust(p,q)−





t−1

∑
s′=s

ys′ , i f t > 1

0, i f t = 1
≤ 0,

∀t,s ∈ H,1≤ s≤ t

(15)

s−1

∑
p=0

t−s

∑
q=0

ust(p,q) = 1, ∀t,s ∈ H,1≤ s≤ t (16)

zk
st +ust(p,q)− vk

st (p,q)≤ 1,
∀k,s, t, p,q ∈ H, p≤ s−1,q≤ t− s

(17)

yt + vk
st (p,q)−wk

st (p,q)≤ 1,
∀k,s, t, p,q ∈ H, p≤ s−1,q≤ t− s

(18)

Q jt , I jt ≥ 0, x jt ,yt , zk
st , ust{p,q},

vk
st{p,q}, wk

st{p,q} ∈ {0,1}
∀ j ∈ P, s, t ∈ H,k ≤ s≤ t, p≤ s−1, q≤ t− s

where ust(p,q), with p≤ s≤ t and 0≤ q≤ t− s+1,
to be a binary variable assuming value 1 if the system
is setup to production p times during the horizon 1,...,
s-1 and q times during the periods s,..., t-1.

Constraints (1) - (3) and (5) - (9) are the same
as before. Constraints (13) are revisited from (4).
However constraints (14), (15), (16) determine the
values of the variables u and v. The constraints (17)
relate the variables z with u and v, meaning that if
the kth and last preventive maintenance before t takes
places in period s≤ t and if the system is setup to pro-
duction p times during the horizon {1, ...,s− 1} and
q times during the periods {s, ...t − 1} then vk

st(p,q)
=1. The constraints (18) relate the variables v with
y and w, meaning that if both the kth and last preven-
tive maintenance before t takes places in period s≤ t
and if the system is setup to production p times dur-
ing the horizon {1, ...,s− 1} and q times during the
periods {s, ...t−1} and the system must be produced
at period t then wk

st(p,q) =1.
Here again, as reported in (Aghezzaf et al., 2016),

we let Ck
st(p,q) and κk

st(p,q) be respectively the ex-
pected maintenance cost and expected loss in produc-
tion capacity of the system during period t, when the
last preventive maintenance action before time period
t has taken place in the beginning of period s, s ≤ t.
These parameters are given by:

Ck
st(p,q) =





Ck
CM

τ∫
0

βkr0(u+αk pτ)du

i f t = s,

Ck
CM

τ∫
0

βkr0(u+αk pτ+qτ)du

i f s≤ t ≤ T.

(19)

and

κk
st(p,q) =





δk
CM

τ∫
0

βkr0(u+αk pτ)du

i f t = s,

δk
CM

τ∫
0

βkr0(u+αk pτ+qτ)du

i f s≤ t ≤ T.

(20)

3 RELAX-AND-FIX WITH
FIX-AND-OPTIMIZE
HEURISTIC (RFFO) TO SOLVE
THE Re IPImPMP MODEL

The Relax-and-Fix (RF) heuristic solves MIP prob-
lem by sequentially resolving sub-problems in which
some variable are fixed and others are relaxed. To
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solve production planning problems, for example,
the planning horizon is partitioned and the setup
variables are fixed backward or forward. Fix-and-
Optimize is an improvement heuristic also based on
decompositions of the original problem into multi-
ple sub-problems with smaller number of binary vari-
ables. The RFFO method is a framework designed to
combine the Relax-and-fix (RF) and fix-and-optimize
(FO) heuristics. In (Toledo et al., 2015), the authors
propose an approach in which most binary variables
are fixed or relaxed and only few of them are forced to
be integer and are optimized. They named this small
set of integer variables a ”window” and suggested
three window type strategies: row-wise, in which the
window moves along rows; column-wise, in which
the window moves along columns; and value-wise, in
which the window selects the variables with relaxed
values closest to 0.5. As in (Toledo et al., 2015), For
both heuristics applied to the Re IPImPMP model, we
consider a matrix Y where each of its entries is the
binary varaible yt . The inputs of the RF are the set
of binary variables (sol.y), the number of binary vari-
ables (windowSize) to be chosen, the selection criteria
to choose variables (windowType), the overlap rate
of binary variables to be re-optimized (overlap) and
the execution time limit (timeLimit). Initially, all bi-
nary variables in the RF solution (sol.y) are relaxed,
and a window is defined as a set that includes a fixed
amount of (windowSize) variables. Then, those vari-
ables which are inside the window are enforced to
be integer in the set yMIP, while the others are kept
in yLP. We solve the problem to get the results of
MIP. Next, a new set of variables (window) is de-
fined by a subset of fixed integers (y f ixed), sets of
optimized integer (yLP) and relaxed variables (yMIP).
The window moves forward by the step parameter at
each iteration on which each step = round(|overlap∗
windowSize|), overlap ∈ [0,1]. All variables that
leave the window are fixed in the next iteration, and
the same number of relaxed variables are enforced to
be integer. The algorithm proceed in this way until all
variables are fixed. After the RF phase is complete,
FO tries to improve this initial solution until the time
limit has been reached. If the improvement achieved
by a FO solution is not satisfactory, the window size
is increased. The MIP subproblems become larger as
an attempt to find better solutions.
The pseudo-code of the method can be provided to
interested researchers upon request.

4 SINGLE DANTZIG-WOLFE BY
PRODUCT DECOMPOSITION
WITH FIX AND OPTIMIZE TO
SOLVE THE MINLP IPImPMP
MODEL

Dantzig-Wolfe decomposition (DWD) method is used
in (Pimentel et al., 2010) to solve the multi-item ca-
pacitated lot sizing problem with setup times. The
authors applied the standard DantzigWolfe decompo-
sition (DWD) in three different ways. In the first the
subproblems are defined by items (PIDWD), in the
second they are defined by periods (PJDWD) and a
third decomposition in which the subproblems of both
types are integrated in the same model (MDWD). The
three approaches were tested on the IPImPMP model
defined in Section 2.1. Based on the results, the suit-
able approach seems to be the production decompo-
sition which is then selected for the comparison of
the results. We consider the capacity constraints 4,
linking constraints the the variables associated with
different products as the master problem for this de-
composition.

4.1 Master Problem

The master problem includes the collections of pro-
duction plans of each items and the maintenance plan-
ning. The decision variables are ϑm

j , corresponding to
the items production plans m generated by the sub-
problems for products j, and zk

st are the variables cor-
responding to the maintenance plan developed at the
master problem level. The linear programming relax-
ation of the master problem of the production decom-
position is given below:
(MPJ-PPM) : Minimize ZMPJ

IPImPPM =

N

∑
j=1

M j

∑
m=1

[
T

∑
t=1

( f jt x̄m
jt + p jtQ̄m

jt +h jt Īm
jt )

]
ϑm

j

+
T

∑
t=1

t

∑
k=1

Ck
PMzk

tt +
T

∑
t=1

t

∑
s=1

s

∑
k=1

ck
st(ȳ).ȳtzk

st

subject to:

N

∑
j=1

M j

∑
m=1

ρ jQ̄m
jtϑ

m
j +

T

∑
t=1

t

∑
k=1

δk
PMzk

tt +
t

∑
s=1

s

∑
k=1

κk
st(ȳ)z

k
st

≤ κmax,∀t ∈ H(µt)
(21)

M j

∑
m=1

ϑm
j = 1, ∀ j ∈ N(π j) (22)
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M j

∑
m=1

x̄m
jtϑ

m
j <= ȳt , ∀ j ∈ N; t ∈ H (η jt) (23)

ϑm
j ≥ 0, ∀ j ∈ N (24)

zk
st ≥ 0, ∀ j ∈ N; t,s ∈ H (25)

and Eq. (5) - (9)
where ȳt = max j,m

{
x̄m

jt

}
and the objective function

minimizes the overall production and maintenance
costs. The set of constraints (21) are capacity con-
straint. These constraints impose that the combina-
tion of the chosen production plans satisfies the avail-
able capacity in each period based on the maintenance
plans. Constraints (22) are the convexity constraints.
The mixing of the chosen production plans is forced
by constraints (23) to satisfy the production setup re-
quirements. Constraints (24) and (25) force the de-
cision variables to take nonnegative values.

Of course at the end of the process, the problem
is solved again but then with the variables ϑm

j and zk
st

satisfying the following conditions:

ϑm
j ,z

k
st ∈ {0,1}∀ j ∈ N,s, t ∈ H,k ≤ s≤ t,m ∈M j

To recover solution of problem IPImPMP, in
terms of the original variables, we can obtain the
value of (Q jt ,x jt ) from a solution of master problem
(MPJ PPM) as follows:

Q jt =
M j

∑
m=1

Q̄m
jtϑ

m
j , ∀ j ∈ N, ∀t ∈ T (26)

x jt =
M j

∑
m=1

x̄m
jtϑ

m
j , ∀ j ∈ N, ∀t ∈ T (27)

4.1.1 Subproblem

Assuming that µt is the vector of dual variables as-
sociated with the constraints (21), indexed by t, the
π j the vector of dual variables associated with the set
of convexity constraints (22) and the η jt is a dual
associated variables with constraints (23). Each sub-
problem is one of following types:

ZSPJ
IPImPMP =

T

∑
t=1

( f jtx jt + p jtQ jt +h jt I jt)

−
T

∑
t=1

ρ jQ jtπ j−µt −
T

∑
t=1

η jtx jt ,∀ j ∈ N

or

ZSPJ
IPImPMP =

T

∑
t=1

[( f jt −η jt)x jt + p jtQ jt +h jt I jt ]

−
T

∑
t=1

ρ jQ jtπ j−µt ,∀ j ∈ N

subject to:
Eq. (1) - (2)

Q jt , I jt ≥ 0, x jt ,yt ∈ {0,1}
∀ j ∈ N, s, t ∈ H,k ≤ s≤ t, p≤ s−1, q≤ t− s

variables :Q jt , I jt ≥ 0, x jt
parameters: d jt ,µt ,π j,η jt

The pseudo-code of the proposed DWD approach
can be provided to interested researchers upon re-
quest.

5 RESULTS AND DISCUSSIONS

In order to evaluate the effectiveness of the
Re IPImPMP model and the developed algorithms,
the following paragraphs present the results of the
computational experiments on some test instances,
available in the literature. In particular, a collection of
test instances from the LOTSIZELIB (Trigeiro, 1989)
is used to evaluate the performance of the model
(Re IPImPMP) and developed algorithm. Of course,
the instances from the LOTSIZELIB were extended
and adapted to the integrate maintenance optimization
aspect as done in (Aghezzaf et al., 2016).

5.1 The Test Instances

The algorithms presented above are coded in AMPL
using the callable CPLEX 12.6 library to solve the
MILP problems. The computation tests were car-
ried out on an Intel(R) Core(TM) i7-3770 CPU @
3.40 GHz, 3401 MHz, 4 Core(s), 8 Logical with 32
GB RAM. under windows 7. CPU times are given
in seconds. For the maintenance part, we assumed
that the machine is subject to the random failures ac-
cording to a Gamma distribution Γ(m=2, ν=2) with
a shape parameter m = 2 and a rate parameter ν = 2
as in (Aghezzaf et al., 2016). We also assume imper-
fect preventive maintenance with αk = k/(3k+7) and
βk = (12k+1)/(11k+1) for all k.

Table 1: Initial value of WindowSize and Overlap chosen
in RFFO Algorithm.

Instances WindowSize Overlap %
A2007 5 60
tr6 15 8 60
tr6 30 12 60
tr12 15 8 60
tr12 30 12 60
tr24 15 8 60
tr24 30 12 60
set1ch 8 60
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Table 2: A Summary of the experimental results for comparision between the Re IPImPMP and RFFO Heuristic algorithm.

Instances Re PPImPMP CPU Time (sec) RFFO CPU Time(sec) GAP %
A2007 815.435 1.05 815.435 51.25 0.00
tr6 15 337,355.000 4,339.16 337,355.000 210.59 0.00
tr6 30 675,607.000 2,103,730.00 676,080.000 642,130.00 0.07

tr12 15 1,245,920.000 2,710.00 1,252,120.000 520.00 0.50
tr12 30 4,387,470.000 2,088,910.00 4,387,470.000 1,126,980.00 0.00
tr24 15 2,502,640.000 2,920.00 2,502,640.000 245.89 0.00
tr24 30 8,272,760.000 2,031,020.00 8,272,760.000 752,230.00 0.00
set1ch 107,532.000 130.00 107,532.000 244.69 0.00

Table 3: A summary of the experimental results of the DWD applied algorithm.

Instance Value DWD CPU Time (sec) GAP %
A2007 875.520 1.95 7.37
tr6 15 337,787.000 1.65 0.13
tr6 30 859,051.000 1.29 27.15

tr12 15 2,159,410.000 1.05 73.32
tr12 30 8,917,970.000 3.59 103.26
tr24 15 4,829,470.000 1.01 92.98
tr24 30 16,945,000.000 3.76 104.83
set1ch 172,504.000 1.72 60.42

In this study, to evaluate the effect of windowSize
and overlap for the RFFO heuristic method, we tested
all the windowSize parameters from 1 to the last pe-
riod of the planning horizon, and increasing overlap
by step from 1 to WindowSide for instances A20007
and tr6 15 to get initial value of the problem as shown
in table 1.

5.2 Analysis and Discussions about the
Experiments

Table 2 summarizes the results of the experiments
which were carried out to compare the Re IPImPMP
(Aghezzaf et al., 2016) and the RFFO heuristic
method. The first column of the table identifies the
solved instances. The second column reports the op-
timal value of each instance which was obtained from
the Re IPImPMP model and the third column reports
the resulted CPU running time. The fourth column
describes the value of each instance which was ob-
tained by the proposed RFFO heuristic algorithm and
the fifth column presents the obtained CPU running
time. The last column shows the GAP between the
RFFO heuristic value and the Re IPImPMP value.
When comparing the results of the proposed RFFO
with the results of the Re IPImPMP model, it is clear
that the proposed RFFO algorithm has the same op-
timal value with a considerable saving of the CPU
(solve) time; it is faster from 4 to 10 times for the
cases of the medium and/or large scale problems.
However, in the small scale problems (A2007 and

set1ch instances) was increasing large CPU time by
the inner loop algorithm.

Table 3 summarizes the results of the computa-
tional experiments carried out for the DWD decom-
position method. The first column of the table identi-
fies the instances solved. The second column presents
the value of each instance which was obtained via
the proposed DWD decomposition algorithm; and
the third column reports the CPU (solve) time. The
last column describes the GAP between the DWD
decomposition value and the Re IPImPMP value by

GAP% =
(valueDWD− valueRe IPImPMP)

valueRe IPImPMP
∗100.

As shown in Table 3, the proposed DWD pro-
vides solutions which are not so far from the op-
timal Re IPImPMP value, with the less CPU time
and memory which is used to reach the optimality
for the same instance. However, the GAP, which
is defined as the ratio of the difference between the
value of the DWD algorithm and the value of the
Re IPImPMP model, showing it is just suitable for
small and medium scale instances.

6 CONCLUSIONS

In this paper, we investigated the optimization model
of an integrated production planning and imperfect
preventive maintenance. The natural optimization
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model for this problem is as a nonlinear mixed in-
teger problem. We slightly modified the reformula-
tion (Re IPImPMP) the problem proposed in (Aghez-
zaf et al., 2016) that solves the problem as a lin-
ear mixed integer program. There are a few major
limitations for this reformulated model, including the
time consuming as well as the increased number of
variables and constraints for the large and medium-
sized problems. We applied the Relax-and-Fix/Fix-
and-Optimize heuristics and the Dantzig-Wolfe De-
composition (DWD) methods to select the suitable
strategies to solve the proposed optimization models.
The developed algorithm are tested and compared for
CPU time and gap. The results from the numerical
examples and computational experiments showed that
the developed algorithm for solving the Re IPImPMP
problem has a very good solution quality with reduced
computational time. Further studies are currently in-
vestigated to improve the DWD method in order to
obtain better quality solutions and increase computa-
tional time savings, especially for large scale, block
structured, and linear programming problems of inte-
grated production planning and imperfect preventive
maintenances.
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Abstract: With the increased awareness for sustainability, many engineered products are being recovered and recondi-
tioned for secondary useful lives. These second-hand products can serve as replacement products to honour
warranty pledges. This paper presents two mathematical models to determine the optimal combination rebate
warranty policy when refurbished products are used for replacements from both the manufacturer and consu-
mer point of views. Several numerical experiments are conducted to derive useful managerial knowledge.

1 INTRODUCTION

A warranty is a contractual agreement offered by the
manufacturer at the point of sale of a product (Blis-
chke, 1995), (Blischke, 1993). The use of warran-
ties is universal and serves numerous purposes. It
helps the buyers to rectify all the failures occurring
within the warranty period at lower or no cost. Whe-
reas, for manufacturers, it acts as a promotional tool
to increase sales and revenue (Blischke, 1995). Ame-
rican manufacturers spend over 25 billion dollars to
service warranty claims which is about 2% of their an-
nual revenue from sales (Chukova and Shafiee, 2013;
Shafiee and Chukova, 2013). In the 2009 General
Motors annual report, the company had a total re-
venue of $104.2 billion and the future warranty cost
on sold cars estimated to be $2.7 billion, about 2.6%
of the revenue (Shafiee and Chukova, 2013). When
buying a product, the consumer usually faces the dif-
ficult task of deciding between buying the warranty
or not. And when the decision is made to get the war-
ranty, choosing between different characteristics and
warranty policies is another daunting task. When the
warranty period is optional, the consumer has to de-
cide if the warranty is worth the additional cost based
a very limited knowledge of the product. This is beco-
ming more and more important, since there is a gro-
wing trend among the manufacturers to offer exten-
ded term warranties. These involve additional costs,
and the terms can vary considerably (Blischke, 1995;
Blischke, 1993; Yun et al., 2008). Blischke & Murthy

gave the example of a warranty or extended warranty
that might cover both labor and parts initially and only
cover parts later in the warranty period. The con-
sumer has to decide, often at the time of purchase
and based on very limited information, whether to opt
for an extended warranty or not and to determine the
best extended terms for his situation when there are
multiple options (Blischke, 1995), (Blischke, 1993).
The everyday consumer is not capable of conducting
a mathematical analysis before making a choice be-
cause the consumer neither has the expertise for such
an analysis nor the bargaining power to obtain rele-
vant data from the manufacturer. However, consumer
bureaus and regulatory agencies can carry out such
analyses and inform the consuming public. Any mo-
del developed from the consumer’s point of view in
this chapter is then assumed to have been done for a
consumer agency on behalf of all consumers and with
data obtained by the agency from the manufacturers
or from established and recognized independent re-
viewing bodies such as the Consumer Reports maga-
zine.

There are many different types of warranty poli-
cies designed to cover the needs of manufacturers,
dealers and consumers. A policy which is based
on one factor (usually age) alone is said to be one-
dimensional, on the other hand a two dimensional
warranty is limited by two factors, usually age and
a measure of usage of the product. One-dimensional
policies are selected for products which are known to
last for a fixed time period. This is common in the

Bhakthavatchalam, S., Diallo, C., Venkatadri, U. and Khatab, A.
Optimal Combination RebateWarranty Policy with Second-hand Products.
In Proceedings of the 6th International Conference on Operations Research and Enterprise Systems (ICORES 2017), pages 491-498
ISBN: 978-989-758-218-9
Copyright c© 2017 by SCITEPRESS – Science and Technology Publications, Lda. All rights reserved

491



marketplace for products such as cell-phones, com-
puters, and projectors. Two-dimensional warranties
apply to products that display wear and tear, degra-
dation with usage. Automobiles, aircraft and heavy-
duty machinery are examples of products with 2-D
warranty policies. It is common to see car advertise-
ments stating coverage of 60 months, 120 000 kilo-
metres which ever occurs first.

Some basic warranty types are the Free replace-
ment (FRW), Pro-rata (PRW), and Rebate warranty.

1. Free replacement warranty (FRW): The manu-
facturer agrees to repair/replace a failed item du-
ring the warranty period at no charge to the custo-
mer. Example: small household appliances, elec-
tronics.

2. Pro-rata warranty (PRW): The customer covers
a proportion of the repair cost prorated to the age
of the item at failure. Example: Tires.

3. Rebate warranty: The seller agrees to refund
some proportion of the sale price to the buyer,
if the product fails during the warranty period.
The refund amount may be a linear or non-linear
function of the failure time. Example: Money
back Guarantee for electronic components such as
hard drives, computer screens, and storage devi-
ces.

A basic taxonomy of warranty policies is presen-
ted by (Blischke, 1993; Blischke, 1995). An in-
tegrated warranty-maintenance taxonomy based on
three categories ,i.e. product type, warranty policy,
and maintenance strategy, is proposed in (Shafiee and
Chukova, 2013).

Hybrid (combination) warranties are designed
to utilize the desirable characteristics of the pure
warranties and downplay some of their drawbacks
(Blischke, 1993; Blischke, 1995). The combination
warranty gives the buyer full protection against
full liability for later failures, where the buyer has
received nearly the full amount of service that was
guaranteed under the warranty. It has a significant
promotional value to the seller while at the same time
providing adequate control over costs for both buyer
and seller. An example for hybrid warranty is seen
in the FRW/PRW policy offered on Firestone tires.
During the first 2 years of service, the tire is replaced
free of charge. Beyond year 2, the replacement
price is pro-rated based on years of service from
the original purchase date. Some advantages of
combination warranties are improved protection
towards the product, customer satisfaction, higher
ownership lifetime for the buyers and higher sales
volume to increase profit to manufacturers.

Combination warranty is a good type of war-
ranty for second-hand products (SHPs) as its offers a
good protection to both manufacturers and consumers
(Chari, 2015). Two main problems faced by the con-
sumers acquiring SHPs are their uncertainty and du-
rability (Shafiee and Chukova, 2013) due to the lack
of past usage and maintenance history. In order to re-
duce the risk and impact of product malfunctioning,
dealers offer generous warranty policies. A review of
warranty models currently available in the literature
for SHPs show that there are very few of them and all
deal with the manufacturers perspective (Shafiee and
Chukova, 2013; Chari et al., 2016b; Su and Wang,
2016; Diallo et al., 2016). The goal of this article is to
address this shortcoming by proposing a warranty po-
licy and develop mathematical models from both the
manufacturer and consumer perspectives.

2 OPTIMAL COMBINATION
WARRANTY MODELS USING
SHPS

For most warranty policies, failed products are re-
paired or replaced with new components or products.
In the context of remanufacturing, second-hand pro-
ducts may be available and can therefore be re-used as
replacements when consumers return failed products
(Yeh et al., 2005; Yeh et al., 2011; Chari et al., 2016a).
In doing so, the manufacturers can lower their costs
and consumers can extend their ownership of the pro-
ducts. However, due to the lower reliability of SHP,
it is crucial to determine the optimal parameters of
the warranty policy to be offered to avoid higher costs
to the manufacturer and less than anticipated perfor-
mance/ownership time for the consumer. In this ar-
ticle, we will develop two mathematical models for
a combination rebate warranty policy using SHPs as
replacement products.

2.1 Proposed Warranty Policy

Under the proposed warranty policy, a brand new pro-
duct is sold with a total warranty coverage period of
length w. Under this policy, the seller will replace a
defective product with:

• A new product if the failure occurs before w1
(Phase 0);

• A refurbished product of high quality if the failure
occurs between w1 and w2 (Phase 1);

• A refurbished product of normal quality if the fai-
lure occurs between w2 and w3 (Phase 2).
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It should be noted that w=w1+w2+w3. The pro-
posed warranty policy is depicted in Figure 1. New
products have age τ0 = 0. Refurbished or second-
hand products of high quality have age τ1 that is grea-
ter than 0. Refurbished or second-hand products of
normal quality have age τ2 that is greater than τ1.
Therefore, we have: 0 < τ1 < τ2.

Figure 1: Proposed Warranty Policy.

The policy offered here is Non Renewing Free Re-
placement Warranty policy (NRFRW). The following
notation is used.

2.1.1 Parameters

Ci: Cost of replacement product in phase i
C0: Unit cost for a new product
Cu: Warranty cost

a: Price coefficient
bi: Warranty coefficient
d0: Market demand amplitude factor

ε,η: Age coefficients for the acquisition
cost of reconditioned components

β: Slope parameter of the Weibull distribution
θ: Scale parameter of Weibull distribution
λ: Inverse of the Scale parameter (λ = 1/θ)
m: Number of warranty periods

2.1.2 Functions

f (t): lifetime prob. density function (pdf)
F(t): Cumulative distribution (cdf)

π: Expected unit profit
P (p,wi,τi): Total expected profit for the Seller

D(p,wi): Total demand
EOT : Expected ownership time

MT T F0 : Expected lifetime of the original new
product

MT T F1 : Expected lifetime for high quality SHPs
MT T F2 : Expected lifetime for low quality SHPs
EOCR1: EOT per cost ratio of the product when

warranty is purchased
EOCR2: EOT per cost ratio of the product

without warranty

2.1.3 Decision Variables

p: Unit sale price of the new product
wi: Warranty periods
τi: Age of the SHP products offered as

replacements in phase i

In the following section, two mathematical mo-
dels will be developed for the maximization of the
manufacturer’s expected profit and the maximization
of the consumer’s ownership time.

2.2 Model 1: Maximization of
Manufacturer’s Expected Profit

If the product fails within w1, a full refund of C0 is
given to the customer to buy a new product. When
it fails between w1 and w2 a refund of C1 is returned
to the customer that is sufficient to buy a high reliabi-
lity SHP. When the product fails between w2 and w3,
a lump sum C2 is given back to the consumer which
is sufficient to buy a normal quality SHP. Warranty is
not extended when the system fails.

C(τi), the unit cost of a replacement product with
age τi, is given by Equation (1) where C0 is the base
price and ε,η are positive parameters (Chari, 2015).
Parameter ε represents the discount rate offered on
used products, and parameter η models the increase
in cost due to aging.

C(τi) =C0× (1+ τi)
(−ε)+ τη

i (1)

A new product will therefore cost

C(τ0 = 0) =C(0) =C0 (2)

Figure 2: Cost as a function of age.

The profile of C(τi) is depicted in Figure 2.
The cost of replacement products initially decrease
with age (refurbished cost less) but reaches a mini-
mum then increases with age to account for techni-
cal and practical difficulties encountered when trying
to disassemble and recondition very old products
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(availability of parts, obsolescence, corrosion, etc.).
Beyond this point C(τ f ) = C0, customers should buy
a new product rather than a second-hand product be-
cause the cost of a new product is less than SHP.

C(τ1) =C1 =C0× (1+ τ1)
(−ε)+ τη

1 (3)

C(τ2) =C2 =C0× (1+ τ2)
(−ε)+ τη

2 (4)

The probability that a product will fail between
wi−1 and wi for i = 1, ...,m is given by:

[F(wi)−F(wi−1)] (5)

where w0 = 0.
The total expected warranty cost (Cu) is given by

the weighted average of the replacement costs in each
phase i given in Equation (7) shown below.

Cu =
m

∑
i=1

C(τi)× [Prob. failure in phase i] (6)

Cu =C0

[
m

∑
i=1

[
(1+ τi−1)

−ε +
τη

i−1

C0

]
[F(wi)−F(wi−1)]

]

(7)

Failure Distribution:

The Weibull distribution is used as the product fai-
lure distribution. The lifetime cumulative distribution
function of the product is then given by

F(x) = 1− exp−(
x
θ )

β
, 0≤ x (8)

Demand Function:

The market demand function D(p,wi) for the pro-
duct is modelled to take into account consumers’ pre-
ferences for lower prices and longer warranty co-
verage. D(p,wi) is modelled as a displaced log-linear
function of wi and p as in (Glickman and Berger,
1976; Chari et al., 2016b).

D(p,wi) = d0 p−aΠm
i−1(d1 +wi)

bi (9)

Parameter a is the rate of decrease of the sales vo-
lume with the increasing price of the product. Para-
meters bi are the rate of increase of the sales volume
with the increasing of the warranty lengths wi. The
factor d0 is the demand amplitude and d1 is the war-
ranty displacement constant.

Total Expected Profit:

The total expected profit (TEP) P is the product of the
expected unit profit with the demand as in Equation
(10). The expected unit profit is obtained in Equation
(11) by subtracting the cost of the original product C0

and the expected warranty cost Cu from the sale price
p of each unit sold.

P = π ·D(p,wi) (10)
P = (p−C0−Cu) ·D(p,wi) (11)

2.2.1 Numerical Results

For illustration purposes and without loss of genera-
lity, an example with only two decision variables is
considered by setting τ2 as a proportion of τ1 using:
τ2 = k · τ1. For the arbitrarily chosen parameter va-
lues given below, we solve for the solution (p,τ1)
which maximizes the manufacturers’ total expected
profit: w1 = 0.5;w2 = 1;w3 = 2 : m = 3,θ = 1.5,β =
1.5;C0 = 15;d0 = 100,000;a = 2.6;b1 = 1.9,b2 =
1.5,b3 = 1.1;ε = 3.3;η = 0.7;λ = 1/θ;k = 1.5. Fi-
gure 3 shows a 3D-plot of the total expected profit P
as a function of purchase price p and age τ1. There
is a clear optimal solution at p∗ = $30.68, τ∗1 = 1.43
and P ∗ = $3,287.

Several numerical experiments have been con-
ducted to analyze the behavior of the model when key
parameters change. The first experiment consisted in
varying the values of k, a parameter that dictates how
old the replacement products are in phase 2 in com-
parison with the replacement products used in phase
1 according to the formula: τ2 = k · τ1. The results
obtained are plotted in Figures 4 to 6.

In Figure 4, P increases until the value of k rea-
ches 1 and after that point, P decreases. For k = 1,
the replacement products in phase 1 and 2 are the
same. This represents the best case scenario as pro-
fit is maximum and price is the lowest. For k < 1,
phase 2 replacement products are younger than phase
1 products, which is bad because components failing
in phase 1 are replaced with older parts and the larger
proportion of failures occurring in phase 2 are covered
with newer products which are more expensive. This
explains why the slope when k < 1 is steeper than the
slope when k > 1. Figure 5 shows that price p beha-
ves in an exact opposition to the behavior of P . For
values near and around k = 1, it is the cheapest to ho-
nour the warranty, so the manufacturer can afford to
reduce the price of the product and therefore increase
demand, which in return boosts profit.

Figure 6 depicts the relationship between the op-
timal value τ∗1 and τ∗2. For smaller values of τ∗1 the
model uses larger values of τ∗2 to keep warranty costs
under control. When the values of τ∗1 start to incre-
ase (1 < τ∗1 < 3), the model restricts the values of τ∗2
between values of 3 and 1.5 to keep warranty costs
low by decreasing the probability of failure in phase
2. For values of τ∗1 > 3 the values of τ∗2 tend to stabi-
lize around 1 and 1.5 for the same reasons as before.
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Figure 3: Total expected profit as a function of purchase price p and age τ1.

Figure 4: Seller expected profit as a function of k.

Figure 5: Optimal price as a function of k.

Another set of numerical experiments was con-
ducted by varying β, the shape parameter of the Wei-
bull distribution. The results are plotted on Figure 7.
In general, the figure shows an increasing trend and a
plateau after β = 4. Increasing the shape parameter β

Figure 6: τ1 vs τ2 for varying values of k.

newpage
increases reliability of the product so that the warranty
cost reduces. There is very little return on investment
to improve reliability of the products beyond β = 4.
Figure 8 shows that with improving reliability (incre-
asing β), the warranty costs reduce and therefore the
model can afford to reduce the unit price which in-
creases profits. For the same reliability reasons, when
β increases, the model can afford to use newer parts
which causes τ∗1 to decrease as depicted in Figure 9.

2.3 Model 2: Maximization of
Customers’ Expected Ownership
Time

In the previous model, the focus was on the manufac-
turers’ interests. In this subsection, a model develo-
ped from the consumer’s perspective will be presen-
ted. The warranty policy introduced in sub-section
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Figure 7: Seller’s expected profit as β varies.

Figure 8: Selling price for varying β.

2.2 is still under consideration here.
At time of purchase, the consumer has two choices:

• Option 1: Buy the original product without war-
ranty at a fraction ρ (0≤ ρ≤ 1) of the price p set
by the manufacturer and determined using model
1 presented above; or

• Option 2: Buy the original product with warranty
at price p.

The goal of model 2 is to formulate the Expected
Ownership Time per Cost Ratio (EOCRi) for both op-
tions (i = 1,2) and compare their behaviour through
the analysis of their difference ∆:

∆ = EOCR2−EOCR1. (12)

Figure 9: Profile of the optimal τ1 as β varies.

Option 1: without warranty

EOCR1 =
EOT1

ρ · p

EOCR1 =
MT T F0

ρ · p
where MT T F0 is the expected lifetime of the ori-

ginal product

EOT1 = MT T F0 = θ ·Γ
[

1+
(

1
β

)]
.

Γ(.) is the gamma function. Therefore,

EOCR1 =
θ ·Γ

[
1+
(

1
β

)]

ρ · p . (13)

Option 2: with warranty

EOCR2 =
EOT2

p
(14)

A consumer enjoys his original new product from
purchase time up to the instant of the first failure
which has expected duration MT T F0. At failure, the
consumer gets a replacement product that will have an
expected remaining lifetime of length RMT T Fi if the
failure occurred in phase i. The original product fails
in phase i with probability [F(wi)−F(wi−1)] . There-
fore, the expected ownership time for option 2 is given
by

EOT2 = MT T F0 +
m

∑
i=1

RMT T Fi−1[F(w1)−F(wi−1)]

(15)
where

RMT T Fi =
1

1−F(τi)

∫ ∞

τi

[1−F(x)].dx ∀i ∈ 1,2.

(16)
By definition, RMT T F0 =MT T F0. Combining Equa-
tions (14) and (15), gives the expression for EOCR2:

EOCR2 =

MT T F0 +
m
∑

i=1
RMT T Fi−1[F(w1)−F(wi−1)]

p
(17)

Finally, Equations (12) becomes:

∆ =
1
p

[
MT T F0 +

m

∑
i=1

RMT T Fi−1 [F(w1)−F(wi−1)]

− θ
ρ
·Γ
[

1+
(

1
β

)]]

(18)
The obtained mathematical model is solved for va-

rious scenarios in order to derive decision making po-
licies for the consumer organizations.
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2.3.1 Numerical Results

Experiment #1: Change in w1 and varying β

The first set of experiments is designed to analyze the
recommendations made by the model for 4 warranty
policies when β changes. The 4 warranty policies dif-
fer in their value of w1. The values of w2 and w3 are
the same for all policies. Table 1 presents the results
obtained.

Table 1: Values of ∆ for various w1 and varying β.

w1 = .5 w1 = .75 w1 = 1 w1 = 2
β w2 = 2 w2 = 2 w2 = 2 w2 = 2

w3 = 3 w3 = 3 w3 = 3 w3 = 3

0.5 0.06 0.05 0.04 0.03
0.9 0.02 0.02 0.02 0.02
1.0 0.02 0.02 0.02 0.02
1.5 0.01 0.01 0.01 0.02
2.0 0.01 0.01 0.01 0.01
3.0 0.00 0.01 0.01 0.02
4.0 0.00 0.00 0.01 0.02
5.0 0.00 0.00 0.01 0.02
6.0 -0.01 0.00 0.01 0.02

The results are also plotted on Figure 10 from
where two clear zones can be defined. The zone deli-
mited by the red dotted outline depicts the area where
products can be bought without warranty. Products
falling in the zone above the red zone need to be pur-
chased along with one of the 4 warranty policies offe-
red. The following other observations can be made:

• The general profile of each plot of ∆ as a function
of β shows a fast decrease for low values of β and
a stabilization for higher values. ∆ is higher for
β << 1 because early failures make the purchase
of warranty more valuable. ∆ stabilizes when in-
creasing β because of the resulting increase in re-
liability which decreases the likelihood of failure
and therefore the purchase of warranty does not
add significant value to the consumer.

• Different warranty policies have different slopes
of the same profile.

• A clear crossover point can be noticed on Figure
10. Policies with shorter Phase 0 (shorter w1) that
are preferred before the crossover point perform
poorly after the crossover point when the products
have higher reliability. Conversely, policies with
longer Phase 0 (longer w1) perform better after the
crossover point. In other words, a policy that is
good for newly designed products do worse with
seasoned or proven products with good reliability.

• Warranty policies with longer w1 coverage are
less sensitive to increase in β values. It can be seen
on Figure 10 that the 4th policy has the smallest
amplitude over the complete range of β.

Experiment #2: Change in ρ and varying β

Here, numerical results are generated for two values
of ρ (0.95 and 0.85) to analyze the impact of the sel-
ling price over the decision to purchase the warranty
or not. The results obtained are in Table 2.

Table 2: Values of ∆ for varying β.

w1 = .75 w2 = 2 w3 = 3

β ρ=0.95 ρ=0.85

0.5 0.06 0.05
0.9 0.03 0.02
1.0 0.02 0.02
1.5 0.02 0.01
3.0 0.01 0.01
4.0 0.01 0.00
6.0 0.00 0.00

As in the previous experiment, ∆ shows a decre-
asing trend with increasing β. The higher the price
without warranty (or the lower the warranty cost over
premium ratio) the higher the return or incentive to
buy the warranty.

3 CONCLUSIONS

This paper presented two mathematical models to de-
termine the optimal combination rebate warranty po-
licy when refurbished products are used for repla-
cements from both the manufacturer and consumer
point of views. One model was developed from the
manufacturers’ point of view to maximize the total
expected profit and the second model dealt with the
maximization of the consumer’s expected ownership
time. Numerical experiments showed that appropri-
ate optimal decisions can be reached in the reuse of
second-hand products in honouring warranty. Both
the manufacturer and consumer groups can use these
models to improve profitability levels and increase
ownership durations.
The authors are currently investigating a joint analysis
that considers both the seller and buyers’ perspectives
by formulating a multi-objective model to integrate
key factors such as brand loyalty and incentives. Case
studies from an appliance remanufacturer will be con-
ducted to validate the theoretical results obtained. A
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Figure 10: Profile of ∆ for varying β.

variability analysis on a reduced set of selected so-
lutions (with high expected values) will also be per-
formed to test the robustness of the solutions. Future
extensions of this study can also cover new warranty
models suited for remanufactured products such as
pro-rata and hybrid pro-rata policies, and integration
of reconditioned products of different quality levels.
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